Chapter 1: Hybrid Cloud Journey and Strategies
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Chapter 2: Architecture Overview and Definitions
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Prometheus Node Exporter exposes the metrics from

Container 1 || Container 2 Container n containers and also the host

Prometheus collects and stores all metrics in its TSDB
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Chapter 3: Multi-Tenant Considerations

ResourceQuota

RBAC

X

@ e

(e

Development

Ingress
Sharding




.
; Load Balancer
. , . 1 X
' ' v v '
Master Node Master Node Master Node Infra Node Infra Node
Y
[ poa | [ poa |[|[ poa | [ pea |
[ Poa | [ poa |||[ Pt | [ Poa |
App Worker| App Worker
Cluster 1: QA
.
; Load Balancer
. N P
v 3 v v v
Master Node ‘ Master Node Master Node Infra Node Infra Node
[ poa | [ poa |[[[ poa | [ poa |
| poa | | poa |||| poa | [ poa |
App Worker App Worker,
Cluster 2: Development
: $
Load Balancer
! : ! |
Master Node Master Node Master Node Infra Node Infra Node Infra Node
| ] %
[ [ B
| poa | | poa | | poa | | pod | | poa | | poa | [ pod | | pod |
QA Namespace QA Namesp QA Namespace QA Namespace
Lot ) [roa J (| Lroe ] o J|f{] [pea ] [roa J [l [Lror ] [ ra ]
DEV Namespace| DEV Nam DEV Namespace DEV Namespace|
App Worker App Worker| App Worker App Worker




&

Load Balancer

!

!

.

A,

;

Master Node

Master Node

Master Node

Infra Node

Infra Node

Infra Node

J

J

[ poa | [ poa ||| poa | [ poa | [ pod | [ poa |[|| Poa | | Ppoa |
[ poa | [ poa ||| poa | [ poa | [ poa | [ poa |[|| Poa | | Ppoa |
App Worker| App Worker| App Worker, App Worker,
QA Development
iz 4 @
Load
1 ¥ 1 1
Master Node Master Node Master Node ’ Infra Node Infra Node Infra Node Infra Node
[poa ] [ eaa J[[[ poa | [ pea ] [ rea |
[roa | [Lroa J||[Lpee | [Lror ] [Lrea |
App Worker| App Worker) App Worker,
QA Development




Chapter 4: OpenShift Personas and Skillsets
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Chapter 5: OpenShift Deployment
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Chapter 6: OpenShift Troubleshooting, Performance, and
Best Practices
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Chapter 7: OpenShift Network
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NETWORK POLICY - DEFAULT POLICY- ALLOW ALL NAMESPACES

Tiile

<~ 9> c (i w‘/psli-déﬁspa'i ‘app=.0cp. com | &« > e O G o

3

T T

BLUE PETS NAMESPACE
pets-dev-bluepets.apps.ocp.hybridmycloud.com pets-hml-greenpets.apps.ocp.hybridmycloud.col
ROUTE ROUTE

. Clustor etk Bordering |

33 |
SERVICE _] = =" | ______

@ Traffic Directions

bluepets-dev Pod|

% oc get svc -n bluepets

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

pets-dev  ClusterIP 172.30.116.236 <none> 8080/TCP,8443/TCP,8778/TCP  16m
'pecs-cluster ~ (gr

% oc get svc -n greenpets

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

pets-hml ClusterIP 172.30.110.60 <none> 8080/TCP,8443/TCP,8778/TCP 12m

Y (s -Cluster -~ (

% oc get networkpolicy -n bluepets

No resources found in bluepets namespace.
Y - 5 - C Luster ~ (g
% oc get networkpolicy -n greenpets

No resources found in greenpets namespace.




sh-4.4% curl -Iv http://172.30.110.60:8080
* Rebuilt URL to: http://172.30.110.60:8080/
Trying 172.30.110.
TCP_NODELAY set
Connected to 172.30.110.60 (172.30.110.60) port 8080 (#0)
HEAD / HTTP/1.1
Host: 172.30.110.60:8080
User-Agent: curl/7.61.1
Accept: */*

HTTP/1.1 200
HTTP/1.1 200
< Content-Type: text/html;charset=UTF-8
Content-Type: text/html;charset=UTF-8
< Content-Language: en
Content-Language: en
< Content-Length: 2872
Content-Length: 2872
< Date: Thu, 17 Mar 2022 16:12:34 GMT
Date: Thu, 17 Mar 2022 16:12:34 GMT

<
* Connection #@ to host 172.30.110.60 left intact
sh-4.4%
sh-4.4%
sh-4.4%
sh-4.4%
sh-4 4%
sh-4.4% curl -Iv http://172.30.116.236:8080
* Rebuilt URL to: http://172.30.116.236:8080/
Trying 172.30.116.236. ..
TCP_NODELAY set
Connected to 172.30@.116.236 (172.30.116.236) port 8080 (#@)
HEAD / HTTP/1.1
Host: 172.30.116.236:8080
User-Agent: curl/7.61.1
Accept: */*

HTTP/1.1 200
HTTP/1.1 200
< Content-Type: text/html;charset=UTF-8
Content-Type: text/html;charset=UTF-8
< Content-Language: en
Content-Language: en
< Content-Length: 2872
Content-Length: 2872
< Date: Thu, 17 Mar 2022 16:12:50 GMT
Date: Thu, 17 Mar 2022 16:12:50 GMT

<

* Connection #@ to host 172.30.116.236 left intact
sh-4.4$ ||




NETWORK POLICY - DENY ALL TO GREENPETS NAMESPACE

Tile Tile
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@ Traffic Directions @

biuepets-dev od| greenpets-dev Pod

greenbéfsl&ﬁhé:ﬁzb”réé;:éas &é.dkbﬁbbtio' e

44%
Trying 104.45.195.215...
TCP_NODELAY set
Connected to pets-hml-greenpets.apps.ozb125e9.eastus.aroapp.io (104.45.195.215) port 80 (#0)
HEAD / HTTP/1.1
Host: pets-hml-greenpets.apps.ozbl125e9.eastus.aroapp.io
User-Agent: curl/7.61.1
Accept: */*

HTTP 1.0Q,.-~asSUme close attér~bedy
HTTP/1{.@ 503 Service Unavailable
HTTP/1.0 5@3_ Service Unavailable
< pragma: no-cache
pragma: no-cache
< cache-control: private, max-age=@, no-cache, no-store
cache-control: private, max-age=0, no-cache, no-store
< content-type: text/html
content-type: text/html

<
* (Closing connection @
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110.68 por
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sh-4.4%
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.49 -Iv http://172.30.110.60:8080
Rebuilt URL to: http://172.30.110.60:8080/
Trying 172.30.110.60. ..
TCP_NODELAY set
connect to 172.30.110.60 port 8080 failed: Connection timed out
Failed to connect to 172.30.110.60 port 8080: Connection timed out
k" Closing connection 0
gcurl: (7) Failed to connect to 172.30.110.60 port 808@: Connection timed ou
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Chapter 8: OpenShift Security
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Chapter 9: OpenShift Pipelines — Tekton

Operator openshift-controller-manager 1is progressing
2 operators are progressing: kube-apiserver, openshift-controller-manager
All operators are available. Ensuring stability...
Operators are stable (2/3)...
Operators are stable (3/3)...
Adding crc-admin and crc-developer contexts to kubeconfig...
Started the OpenShift cluster.

The server is accessible via web console at:
https://console-openshift-console.apps-crc.testing

Log in as administrator:
Username: kubeadmin
Password: wdTe2-vKuFw-tBgbF-Tédro

Log in as user:
Username: developer
Password: developer

the 'oc' command line interface:
eval $(crc oc-env)
oc login -u developer https://api.crc.testing:6443

— RedHat
— OpenShift
Container Platform

9 Administrator Project: openshift-gitops  ~

OperatorHub

Home

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial soft
provide optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Dex

I All ltems All ltems
Al/Machine Learning
AP Explorer
Application Runtime
Events
Big Data
Cloud Provider
Operators Database : ‘Community 0
L
OperatorHub Developer Tools
Development Tools [DEPRECATED] Hazelcast Advanced Cluster Management
) ) Operator for Kubernetes
Integration & Delivery . . o . Bl L
Logging & Tracing
Install Hazelcast cluster. Advanced provisioning and

Modernization & Migration management of OpenShift and



OperatorHub

Discover Operators from the Kubemetes community and Red Hat partners, curated by Red Hat. You can purchase

provide optional add-ons and shared services to your 5. After ir ion, the Operator bilities will
Allltems All Items
Al/Machine Leamning

Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Development Tools
HKXCS| Driver
Integration & Delivery
Logging & Tracing
Madernization & Migratien
Monitoring

Networking

OpenShift Optional
Security

Storage

Streaming & Messaging

OpenShift Pipelines

Red Hat OpenShift Pipelines
provided by Red Hat

Red Hat OpenShift Pipelines isa
cloud-native CI/CD solution for
building pipelines using Tekton...



Red Hat OpenShift Pipelines

1.5.2 provided by Red Hat
Latest version Red Hat OpenShift Pipelines is a cloud-native continuous integration and delivery (CI/CD) solution for
152 building pipelines using Tekton. Tekton is a flexible Kubernetes-native open-source CI/CD framework,
which enables automating deployments across multiple platforms (Kubernetes, serverless, VMs, etc) by
Capability level

@ Basic Install
1

@ Seamless Upgrades
1

() Full Lifecycle

b

() Deep Insights

L

1
() Auto Pilot

o

Source
Red Hat

Provider

Red Hat

Infrastructure features

Disconnected
Proxy-aware

Repository
https.//github.com/ope
nshift/tektoncd-
operator

Container image
registry.redhat.io/openshif

Install Operator

abstracting away the underlying details.

Features

» Standard CI/CD pipelines definition

* Build images with Kubernetes tools such as S2I, Buildah, Buildpacks, Kaniko, etc

» Deploy applications to multiple platforms such as Kubernetes, serverless and VMs
* Easy to extend and integrate with existing tools

» Scale pipelines on-demand

* Portable across any Kubernetes platform

» Designed for microservices and decentralized team

» Integrated with OpenShift Developer Console

Installation

Red Hat Openshift Pipelines Operator gets installed into a single namespace (openshift-operators)
which would then install Red Hat OpenShift Pipelines into the openshift-pipelines namespace. Red Hat

OpenShift Pipelines is however cluster-wide and can run pipelines created in any namespace.

Components

» Tekton Pipelines: v0.24.3
* Tekton Triggers: v0.14.2
® ClusterTasks based on Tekton Catalog 0.24

Getting Started

Install your Operator by subscribing to one of the update channels to keep the Operator up to date. The strategy determines either manual or automatic updates.

Update channel * @

Red Hat OpenShift Pipelines

provided by Red Hat

O preview
@ stabl Provided APls
stable
Installation mode * D Tekton Config D Tekton Pipelines.

® All namespaces on the cluster (default)
Operator will be available in all Namespaces

A specific namespace on the cluster

This mode s not supported by this Operator
Installed Namespace *

. openshift-cperators

Update approval * @

® Automatic
© Manual

-

Represents an installation of latest
wversion of Tekton components,
TektonPipeline, TektonTrigger and
TektonAddon

@ Tekton Triggers

Represents an installation of latest
version of Tekton Triggers

Represents an installation of latest
wversion of Tekton Pipelines

@ Tekton Addons

Represents an installation of latest
version of Addons (exclusively
ClusterTasks, consoleyamlsamples,
consoleclidownloads and

consolequickstarts)



9 Red Hat OpenShift Pipelines o
15.2 provided by Red Hat

Installed operator - ready for use

View Operator View installed Operators in Namespace openshift-operators

Quick Starts

Documentation ©
Command line tools

Cpen Support Case with Red Hat &

About
Learning Portal =
OpenShift Blog &

tkn - OpenShift Pipeline Command Line Interface (CLI)

The OpenShift Pipeline client tkn is a CLI tool that allows you to manage OpenShift Pipeline resources.

¢ Download tkn for Linux &

¢ Download tkn for Mac &

¢ Download tkn for Windows &
¢ Download tkn for IBM Power &
*« Download tkn for IBMZ &



Inputs
Git Repo

and Revision

@

Image url where container
image will be stored

Name of the deployment
to be patched

built with the

)
Task: fetch-repository Task: build-image Task: apply-manifests Task: Task:
Description: Description: Description: update-deployment check-route-health
Clone the source code Build the source code Deploy the K8s Description: Description:
repository to be | ,|and generate a |_,|manifests that |, |Update the image |, |Check if the
builded. container image deploys the version to use the application is
using buildah tool. application image that has been available.

pipeline.
< % Shared Workspace
<
Project: All Projects =
Tasks exa
Tasks  TaskRuns  ClusterTasks
Name ~+  Search by name.
Name T Namespace Created
@ buildah None @ Dec 26,2021, 143 PM f
@D buildah-1-5-0 Nene @ Dec 26, 2021, 143 PM i
@ qit-cli None @ Dec 26,2021, 1143 PM :
@D it clone MNone & Dec 26,2021, 143 PM i
@D git-clone-1-5-0 None @ Dec 26,2021, 143 PM




Git Pull Request, Push
Event,and so on

\/

EventListener: _ Trigger: _| TriggerBinding:
clouds-api-el "| clouds-api-trigger " clouds-api-tb
® ® :
A

Trigger Template:

clouds-api-tt
@

Y

PipelineRun:
build-deploy

A4
Pipeline:
. build-and-deplo
@ Creation order ploy
Options Webhooks Add webhook
Manage access ‘Webhooks allow external services to be notified when certain events happen. When the specified events happen, we'll send

& POST request to each of the URLs you provide. Leam more in our Webhooks Guide.
Security & analysis

Branches

Webhooks

Naotifications

Integrations

Deploy keys

Actions

Environments

Secrets




Webhooks | Add webhook

We'll send a posT request to the URL below with details of any subscribed events. You can also specify which data
format you'd like to receive (JSON, x-www-form-ur lencoded, etc). More information can be found in our developer
documentation.

Payload URL *

http://el-clouds-api-el-pipelines-sample.apps.cluster-zzkwx.zzkwx.s

Content type

application/json

Secret

tekton

Which events would you like to trigger this webhook?
@ Just the push event.
O Send me everything.

O Let me select individual events.

Active
We will deliver event details when this hook is triggered.

Add webhook

Webhooks Add webhook

Webhooks allow external services to be notified when certain events happen. When the specified events happen, we’'ll send
a POST request to each of the URLs you provide. Learn more in our Webhooks Guide.

v/ hitp://el-clouds-api-el-default.ap... (push) Edit Delete



Project: pipelines-sample
Pipelines

Pipelines  PipelineRuns  PipelineResources  Conditions

Y Filter = Name w Search by name... /
Name Status Task status Started
@83 build-deploy-api-pipelinerun @ Succeeded ] @ 3 minutes ago

Welcome to Tekton Hub

Discover, search and share reusable Tasks and Pipelines

Sort By -
zm *
Kind X .
) YAML linter VOl
[ & Pipeline
) & Task This task can be used to perform lint
check on YAML files
Platform x
[J Linux/amd64
[J Linux/ppc64le
[ Linux/s390x
[ Linux/armé4
Updated a year ago
Catalog x
i
(] o Tekton

Category X

< YAML linter WM *

€) Openyaml-iintin Github

This task can be used to perform lint check on YAML files

0.1 (latest -
D10t~ |

Description  YAML

YAML Linter

The following task is used to provide static analysis on YAML files mounted using yamllint (YAML linter).

Installing the Task
1 kubectl apply -f https://api.hub.tekton.dev/vl/resource/tekton/task/yaml-1int/@.1/raw

Parameters

= args: The extra params along with the file path needs to be provided as the part of args. (Default: ["--help"])

Workspaces



— RedHat
— OpenShift
Container Platform

2 Administrator

% Administrator

4> Developer

Projec

Search

Project: pipelines-sample +

Pipelines Create Pipeline
Y Filter ~ Name Search by name... /
Name Lastrun Task status Last run status Last run time
@D buikd-and-deploy build-deploy-api- I © Succeeded @ 4 minutes ago :
pipelinerun

Builds

Pipel

Fipelines » Pipeline details

G® build-and-deploy | Actions

Start

Details  Metrics YAML  PipelineRuns  Parameters  Resources
Start last run

. Add Trigger
Pipeline details
Edit labels
Edit annotations
fetch-repository build-image apply-manifests update-image- check-app-health Edit Pipeline

Delete Pipeline



Project: pipelines-sample

Pipeline builder

Configurevia: @ Pipeline builder

Name *

build-and-deploy

Tasks -

Q fetchrepository D)
L

Pipeline builder

Configurevia: ® Pipeline builder

Name *

build-and-deploy

Tasks -

ferch-repository

Parameters

Tasks -

o

| fetch-repository yaml-lint

©

& YAML view
buikd-image pply-manife ge-. | check-app-health | Q) =ad finally task
@ yaming
° yami-lint
T Code Quality yami-lint Community
© This task is not installed
Adding this task may take a few moments.
A This task can be used to perform lint check on YAML files
Categories | Code Quality
Tags | linter
. L+ build-imag PPy pd ge-.. - check-app-health © Add finally task




o yaml—lint Actions =

€ View shortcuts

Display name *

yaml-lint

Parameters

Use this format when you reference variables in this form: $(

args

/sample-go-app/clouds-api/k8s (]

O Add values

Workspaces

shared-workspace *

shared-workspace -

When expressions

Mo when expressions are associated with this task.

@ Add when expression



Project: pipelines-sample

Pipelines » Pipeline details

build-and-deploy

Details  Metrics

Pipeline details

fetch-repository

Name

build-and-deploy

Namespace
@ pipelines-sample
Labels

MNo labels

Start
PipelineRuns  Parameters  Resources

Start last run

Add Trigger

Edit labels

Edit annotations

yaml-lint | { build-image apply-manifests \.Vupdate—image—...r.’ 1 Edit Pipeline

Delete Pipeline

Tasks

@ git-clone (fetch-repository)
@ buildah (build-image)

o apply-manifests

o update-image-version

o yaml-lint
Edit &
Workspaces
shared-workspace
Start Pipeline
Parameters
deployment-name *
clouds-api B

name of the deployment to be patched
git-url *

https://github.com/giofontana/Openshift-Multi-Cluster-management.git

url of the git repo for the code of deployment
git-revision

main

revision to be used from repo of the code for deployment

IMAGE *

image-registry.openshift-image-registry.svc:5000/pipelines-sample/clouds-api

image to be build from the code
CONTEXT

J/sample-go-app/clouds-api/
Path to the application source code directory
Workspaces
shared-workspace *

VolumeClaimTemplate -




Project: pipelines-sample  «

PipelineRuns > PipelineRun details

G build-and-deploy-89m4sp e raiea Actions

Details  YAMIL TaskRuns  Legs  Events

PipelineRun details

@ fetch-repo. @ yaml-iint > build-image »» apply-mani._. 3> update-ima... 3> check-app-..
Name Status
build-and-deploy-89m4sp O Failed

Message
Namespace

Failure on task yaml-lint - check logs for details.

@ pivslines sample

Log snippet
Labels Edit #
tekton dev/pipeline=build-and-deploy ./sample-go-app/clouds-api/k8s/service. yaml

1:1 warning missing document start "---" {document-start)

14:28 error  no new line character at the end of file (new-line-at-end-
Annotations of-Tile)
2 annotations #
Created at

Pipeline

@ Justnow @ build-and-deploy
Owner Triggered by:
Ne kubeadmin

elineRuns > PipelineRun details

@™ build-and-deploy-89m4sp o ik Actions

Details YAML TaskRuns

Events

& Download | & Download all task log tJEx

-lint
@ fetch-repository '

STEP-LINT-YAML-FILES

0 yaml-lint

( ment

2 but found




Chapter 10: OpenShift GitOps — Argo CD

Declarative state

Continuous delivery

Tekton

Git Source Repo

Pull Request. - -

,‘—
-
-

s

\J

\

Actual state

Continuous
Integration

Argo CD

Y

Image
Registry

A
1
1
1
1
!
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

-=J

Git Config Repo

Continuous Delivery

Kubernetes



RedHat
OpenShift
lat

Continuous delivery

Argo CD

Monitor
changes

Apply objects

Project: pipelines-sample =

OperatorHub

Detect
drift

Define actions
to take

e @

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purhase commercial software through Red Hat Marketplace &, You can install Operators on

provide optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Developer Ca

| anttems
A/Machine Learning
Application Runtime
Big Data
Cloud Provider
Database
Developer Tools
Devalopment Tools
Integration & Delivery
Logging & Tracing

Modernization & Migrat

Monitoring
Networking
OpenShift Cptional
Security

Storage

Streaming & Messaging

All ltems

Filter by k

Community

[DEPRECATED] Hazelcast
Operator
[: ded by Hazeleast, In

Install Hazelcast cluster.

e

Anchore Engine Operator

L+

Advanced Cluster Management
for Kubernetes
F ded by Red H;

Advanced provisioning and

management of OpenShift and
Kubernetes clusters

Ansible Automation Platform

~

Advanced Cluster Security for
Kubemetes

provided by R

Red Hat Advanced Cluster
Security (RHACS) operator

provisions the services necessar...

Anzo Operator

o providing a self-service experience.

00
48b
Alvearie Imagin
Operator

prow 1

The Aivearie
provides a collec
components for

Anzo Operater



Project: All Projects =

OperatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat Marketplace @, You can install Operators on your clusters to

P~

provide optional add-ons and shared services to your pers. After i
All ltems All ltems
Al/Machine Learning

Application Runtime
Big Data

Cloud Provider
Database e

Developer Tools
Red Hat Openshift GitOps

provided by Red Hat Inc

Development Tools

Integration & Delivery

Enables teams to adopt GitOps
principles for managing cluster

configurations and application...

Logging & Tracing
Modernization & Migration
Monitaring

Networking

OpenShift Optional
Security

Storage

Streaming & Messaging

Other

the Operator c

will appearin the Developer Catalog providing a self-service experience.

litems



Red Hat OpenShift GitOps X

132 provided by Red Hat Inc.

Latest version Red Hat OpenShift GitOps is a declarative continuous delivery platform based on Argo CD. It enables

132 teams to adopt GitOps principles for managing cluster configurations and automating secure and
repeatable application delivery across hybrid multi-cluster Kubernetes environments. Following GitOps

Capability level and infrastructure as code principles, you can store the configuration of clusters and applications in Git
repositories and use Git workflows to roll them out to the target clusters.

@ Basic Install

|
@ Seamless Upgrades Features

I

°| Full Lifecycle * Automated install and upgrades of Argo CD

& Deep Insights » Manual and automated configuration sync from Git repositories to target OpenShift and Kubernetes
I

(O Auto Pilot clusters

» Support for the Helm and Kustomize templating tools
» Configuration drift detection and visualization on live clusters

Source
= Audit trails of rollouts to the clusters
Red Hat » Monitoring and logging integration with OpenShift
* Automated GitOps bootstrapping using Tekton and Arge CD with GitOps Application Manager CLI
Provider
Red Hat Inc. Cor‘nponents

* ArgoCDv218
Infrastructure features » GitOps Application Manager CLI (download)

Disconnected

How to Install
Repository After installing the OpenShift GitOps operator, an instance of Arge CD is installed in the openshift-
N/A gitops namespace which has sufficent privileges for managing cluster configurations. You can create

additional Argo CD instances using the ArgoCD custom resource within the desired namespaces.
Container image
apiVersion: argoproj.ic/vlalphal
kind: ArgoCD

registry.redhat.io/openshif
t-gitops-1/gitops-rhel8-o

perator@sha256:67cd9f0 metadata:
b3c969fdala62a732belf7 MEEE ZrEreEt
ca356¢32c4d4913eefe68 spec:
9674408cabbbsc Server:

Install Operator

Install your Operator by subscribing to one of the update channels to keep the Operator up to date. The strategy determines either manual or automatic updates
Update channel * (& Red Hat OpenShift GitOps
- provided by Red Hat Ine
O preview
pre Provided APIs
® stable
Installation mode * e Application @ ApplicationSet
® A namespaces on the cluster (default) An Application is a group of Kubernetes ApplicationSet is the representation of
Operator will be available in all Namespaces resources as defined by a manifest. an ApplicationSet controller
deployment.
A specific namespace on the cluster
This made is not supported by this Operator
Installed Namespace *
@ openshift-operators - @D AppProject Arge €D
An AppProject is a logical grouping of Argo CD is the representation of an
Argo CD Applications. Argo CD deployment.
Update approval * @
® Automatic
O Manual

m Cancel



Red Hat OpenShift GitOps
1.3.2 provided by Red Hat Inc.

Installed operator - ready for use

View installed Operators in Mamespace openshift-operators

Tekton

i
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T
I
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"
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. I
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; [
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- (] 1
Pull Request. -~~~ [
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£ Argo CD ! : 3
’ oy 1
oy 1
o
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i
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i
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! 1
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T
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e ]
T Argo CD .
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|
@7{ ‘,r—~ ----- J
Kubernetes
Git Config Repo Production
Production Continuous Delivery Environment
Production)




overlay 2:
development

Image
app:dev

user=userl

overlay 1:
infrastructure

user=generic

Image
app:latest

Tekton
Build Source
Clons Git | | it Test | »| Code/ Create
Repasitory e
i i Image
Git Source Repo Continuous )
Integration Registry
Argo CD

Create/Config _| create Project Deplgij‘E\’pp in

DEV overlay in Argo D

(Kustomize) 9 namespace \

Push changes to
DEV Branch

Create/Config Deploy App in

QA overlay > QA

(Kustomize) namespace

Push changes to Openshift
QA Branch
Deplay App in
Pull Request PROD
from PRE-PROD namespace
to main

Create/Config
PROD overlay

(Kustomize)

Push changes to
PRE-PROD
Branch
Aprove and

merge PR

L |



Tekton
. Build Source
Clone Git Unit T CoueiCreat
> Renosito | nit Test | COde reate
p ry Image
. q Image
Git Source Repo Continuous Registry
Integration
Image
Registry
Argo CD :
Create/Config Create Project Deploy Appin
DEV overlay [———» in Argo CD > DEV
(Kustomize) namespace
Push changes to Openshit
DEV Branch
Applications
Y FuTERS
SYNC STATUS Y
0 clouds-app-dev
(J © Unknown 0 Project: clouds-api
Labels:
[J @ synced 0
Status: Missing © OutofSync O Syncing
9 D OutOfSync 1 Repository: https://github.com/giofontana/Openshift-Multi-Cluster-mana...
Target Revision: dev
Path: chapter07/clouds-api-gitops/overlays/dev
HEALTH STATUS - o .
Destination: in-cluster
I:’ Unknown 0 Mamespace: default

[J O Progressing 0
[J © suspended 0
[] @ Healthy 0
[ % Degraded 0

[J ¢ Missing 1

= sYNC ! REFRESH © DELETE



ST

APP HEALTH CURRENT SYNC STATUS (_ MORE )

¥ Healthy @ Synced

Author:
Comment:
Y FiTERS

KINDS -

SYNC STATUS a

O @ synced

[ © outofsSync

HEALTH STATUS -

[0 ® Healthy
Create/Config
QA overlay
(Kustomize)

Applications

T Fuers
SYNC STATUS -

[ © unknown 0
O @ synced 2
[J © outofsync 0

HEALTH STATUS -
O @ unknown [i]
[J O Progressing 1
[ © Suspended 0
[ # Heatthy 1
[ * Degraded [i]
O © Missing 0

To dev (06e8526)

Giovanni Fontana <= -
Added version

clouds-app-dev H
o .

LAST SYNC RESULT MORE

(] Sync OK To 068526
Succeeded a few seconds ago (Thu Dec 23 2021 09:54:48 GMT-0300)
Author: Giovanni Fontana <> -
Comment: Added version

e clouds-api-dev s
a few seconds.
. clouds-api H
S RTTRD i
sVe
' few seconds
clouds-api H
vo .
(s secone) et
- clouds-api :
o H
route
& few seconds
Argo CD

Deploy App in

Push changes to
QA Branch

+ NEWAPP | 2 SYNC APPS Q Search applications... i

\

] .,T\ clouds-api e
L L] H
* a few secands
S clouds-api-h57sx !
endpaintslice

a few secands

. clouds-api-75f5799d58 P
" v :

QA

namespace

Image
Registry
1
1
'
OpenShift

APPLICATIONS

Log out

ltems per page: 10~

0 clouds-app-dev o clouds-app-qa

Project clouds-api Project: clouds-api

Labels: Labels:

Stalus: W Healthy & synced Status: O Progressing & Synced

Repository: hittps://github.com/glofontana/Openshift-Multi-C. Repository: hitps://github. com/ giofontana/Openshift-Muti-C..
TargetRevi..  dev Target Revi. q

Path chapter07/clouds-api-gitops/overlays/ dev Path: chapter07/clouds-api-gitops/overlays/qa
Destination: in-cluster Destination: in-cluster

Namespace:  default Mamespace:  default

DD D D DD



Image

Redistry
1
Argo CD H
- ¥
Deploy App in
Pull Reguest PROD
from PRE-PROD namespace
to main d
Create/Config OpenShift
PROD overlay
(Kustomize)
Push changes to
PRE-PROD
Branch
Aprove and
merge PR
¥ giofontana/ Openshift-Multi-Cluster-management ' pubic @wach 0« Y Fork 2 i sar o0 -

forked from PacktPublishing/Openshift-Multi-Cluster-management

<> Code %, Pull requests () Actions [ Projects [0 Wiki O Security |» Insights 2 Settings

pare & pull request

¥ dev had recent pushes 38 minutes ago

Compare & pull request

¥ gahad recent pushes 14 minutes ago

© Labels 9 © Milestones o pull request

Filters ~ | Q is:pr is:open

Ty Star 0 -

A PacktPublishing / Openshift-Multi-Cluster-management rubic @wach 1 ~ % Fok 2

<> Code (%) Issues i1 Pull requests (®) Actions 1 Wiki ) Security |~ Insights

Comparing changes
Choose two branches to see what's changed or to start a new pull request. If you need to, you can also compare across forks.

N base repository. PackiPublishing/Openshift-Mult... = base: main * < head repository: giofontana/Cpenshift-Multi-Clu... ~ compare: main ~

Choose a Base Repository matically merged.
[ Filter repos ]
Disci + Pac . - MUlt-Ch fith others. Leam about pull requests

(Openshift-Muli-Clu [2) 48 files changed Aa 1 contributor
-o- Commits on Dec 22, 2021
Renamed clouds-apl Q@ 5624024 o
Giovanni Fontana commitied 22 hours ago
changed git repo fin) d5B4c3i '3
Giovanni Fontana committed 22 hours ago
changed git repo in) ocda7zb <

Giovanni Fontana committed 22 hours ago



Comparing changes

Choose two branches to see what's changed or to start a new pull request. If you need to, you can also compare across forks.

%1  basemain* € compare: pre-prod ~ v Able to merge. These branches can be automatically merged.

Discuss and review the changes in this comparison with others. Learn about pull requests

¥ giofontana / Openshift-Multi-Cluster-management ' Pubic @Wach 0 ~ | % Fork 2 ¢ Star 0 -
forked from ishi hift-Multi-Clusty

<> Code Il Pull requests (® Actions [ Projects 0 wiki @ Security |~ Insights 8 Settings

Open a pull request

Create a new pull request by comparing changes across two branches. If you need to, you can also compare across forks.

1 | base:main~ €  compare:pre-prod~ | + Able to merge. These branches can be automatically merged.

e [ Promoting y1 to Prod = ] Reviewers. @
No reviews
Write Preview H B I iz <& & = = @ 2 &~
Assignees ]
Leave a comment Mo one—assign yourself
Labels g
None yet
Projects @
None yet
~
Anach files by dragging & dropping, selecting or pasting them. o ilestane &

No milestone

Add more commits by pushing to the pre-prod branch on giofontana/Openshift-Multi-Cluster-management.

@ Continuous integration has not been set up

GitHub Actions and several other apps can be used to automatically catch bugs and enforce style.

o This branch has no conflicts with the base branch

Merging can be performed automatically.

Merge pull request M or view command line instructions.




pplications APPLICATIONS

+ NEWAPP | 2/ SYNC APPS Q Search applications... [ Log out
T rwrers Items per page: 10+
SYNC STATUS a
D Unknown 0 0 clouds-app-dev e clouds-app-prod 0 clouds-app-qa
Project: clouds-api Project clouds-api Project: clouds-api
O @ Synced 3 i P 7o) p i p
Labels: Labels: Labels:
3 © outofsync 0 Staws: ® Healihy © Synced Status: C Progressing © Syneed Status: @ Healthy © Synced
Repasitory. hitps://github com/giofontana/Openshift-Multi-C... Repositary: p p Multi-C. Repositary: i p Multi-C..
TergetRevi.  dev Target Revi. main TargetRevi..  qa
HEALTHSTATUS - Path. chapter07/clouds-aphgitops/overlays/dev Path: chapter07/clouds-aphgiiops/everlays/prod Path: chapterd7/clouds-api-gitops/overlays/qa
tination in-cle " ination: - o tination: in-cle r
D Unknown 0 Destinatiol n-clustes Destinatio cluster Destination cluster
Namespace:  default Namespace:  default Namespace:  default
[J © Progressing 1
G REFRESH ELETE = SYNC G’ REF| 10 DELETE = SYNC G REFRE: ) DELETE
[ © suspended 0

[ @ Healthy 2
[  Degraded 0

O © Missing 0




Chapter 11: OpenShift Multi-Cluster GitOps and
Management

OpenShift Managed
Cluster 1

Klusterlet Applications

Observability Policy

OpenShift Hub Cluster Openshift Managed

Operators

Cluster 2
MultiClusterHub
Klusterlet Applications
API Web Console CLI
- Observability Policy

Cluster N
Klusterlet Applications
Observability Policy
g:agHa:yrr = AL QO @

Project: pipelines-sample

OperatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase

OpenShift Managed

through Red Hat &

You can install Op

provide opticnal add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-service experience.

All ltems
AlfMachine Learning

Application Runtime

Allltems

Fitter by keyword.

Big Data
Cloud Provider
Community oo
Database Ga .
4Bb
Davelopar Tools
Development Toos [DEPRECATED] Hazelcast Advanced Cluster Management Advanced Cluster Security for Alvearie Imagin
Operator for Kubemetes Kubemetes Operator
Intagratian & Dalhvary provided by Hazelcast, Inc provided by Red Hat provided by Red Hat provided by
Logging & Tracing
3 Install Hazelcast cluster. Advanced provisioning and Red Hat Advanced Cluster The Alvearie
Modernization & Migration management of OpenShift and Security (RHACS) aperator provides a collec
Monitoring Kubernetes clusters provisions the services nacassar... components for
Networking
OpenShitt Optional
Securt
. e e
Storage
Streaming & Messaging Anchore Engine Operator Ansible Automation Platform Anzo Operator Anzo Operator




OperatorHub

Discover Operators from the Kubernetas community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat Marketplace (. You can install Operators on your clusters to provide opti

%)

services to your pers. After the Operator
| Aittems Allltems
AlfMachine Leamning
R advanced cluster mana..
Big Data
Cloud Provider
Database @
Developer Tools
Development Tools Advanced Cluster ent
. for Kubemetes
Drivers and plugins provided by Red Hat
Integration & Delivery

Logging & Tracing
Modemization & Migration
Manitoring

Networking

OpenShift Optional
Security

Storage

‘Streaming & Messaging
Other

Source
() Red Hat ()

Advanced provisioning and
management of OpenShift and
Kubernetes clusters

~

Openshift DR Cluster Operator

provided by Red Hat, Inc

OpenShift DR Cluster is a
disaster-recovery orchestrator far
stateful applications, that...

Operator
provided by Red Hat

Gatekeeper allows administrators.
‘to detect and reject non-
eompliant commits to an..

~

Openshift DR Hub Operator
provided by Red Hat, Inc
OpenShift DR Hub is a disaster-

recovery archestrater for stateful
applications. It operates from an...

will appear in the Developer Cataleg providing a self-service experience.

e

identity configuration

management for Kubernetes
provided by Red Hat

Identity configuration
management for Kubemnetes

enhances the capabilities of Red...

e

ODF Multicluster Orchestrator
provided by Red Hat

Orchestrator for OpenShift Data
Foundation clusters running
aeross multiple OpenShift..

Advanced Cluster Management for Kubernetes
2.5.0 provided by Red Hat

Latest version
250

Capability level

@ Basic Install

él Seamless Upgrades
CI) Full Lifecycle

CI) Deep Insights

CI) Auto Pilot

Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected
Proxy-aware
FIPS Mode

Valid Subscriptions
OpenShift Platform Plus

Red Hat Advanced Cluster

Management for
Kubernetes

Red Hat Advanced Cluster Management for Kubernetes provides the multicluster hub, a central
management console for managing multiple Kubernetes-based clusters across data centers, public
clouds, and private clouds. You can use the hub to create Red Hat OpenShift Container Platform clusters
on selected providers, or import existing Kubernetes-based clusters. After the clusters are managed, you
can set compliance requirements to ensure that the clusters maintain the specified security
requirements. You can also deploy business applications across your clusters.

Red Hat Advanced Cluster Management for Kubernetes also provides the following operators:

» Multicluster subscriptions: An operator that provides application management capabilties including
subscribing to resources from a channel and deploying those resources on MCH-managed
Kubernetes clusters based on placement rules.

» Hive for Red Hat OpenShift: An operator that provides APIs for provisioning and performing initial
configuration of OpenShift clusters. These operators are used by the multicluster hub to provide its
provisioning and application-management capabilities.

How to Install

Use of this Red Hat product requires a licensing and subscription agreement.

Install the Red Hat Advanced Cluster Management for Kubernetes operator by following instructions
presented when you click the Install button. Afterinstalling the operator, create an instance of the
MultiClusterHub resource to install the hub. Note that if you will be using the hub to manage non-
OpenShift 4.x clusters, you will need to create a Kubernetes Secret resource containing your OpenShift
pull secret and specify this Secret inthe MultiClusterHub resource, as described in the install
documentation.

You can find additional installation guidance in the install documentation.



Install Operator

Install your Operater by subscribing te one of the update channels to keep the Operator up to date. The strategy determines either mamal or automatic updates.

Update channel * @

O release-23
O release-2.4
® release-25

Installation mode *

Al namespaces on the cluster (default)

This mode is not supperted by this Operator

® A specific namespace on the cluster

Operator will be available in a single Namespace only.

Installed Namespace *

® Operator recommended Namespace: a

ﬂ Namespace creation
opan-cluster does not exist and will be created.

O Select a Namespace

Update approval * @

® Automatic
O Manual

_ Cancel

Advanced Cluster Management for Kubemetes

provided by Red Hat
Provided APls

(IED MultiClusterHub @ Required

MultiClusterHub defines the
configuration for an instance of the
MultiCluster Hub

@ Channel

Represent a helm chart repository

@ Deployable

‘Contain a kBs resource template for
deployment, for internal use enly.

MultiClusterObservability

Advanced Cluster Management for Kubernetes

2.5.0 provided by Red Hat

Installed operator - operand required

© App Subscription

Subscribe resources from a channel
according to its package filters

Helm Release

Represent a helm chart selected by the
subscription, for internal use only.

@ Placement Rule

Placement Rules to determine which
mangaged clusters will be deployed by
multicluster applications.

GitOps Cluster

&

The Operator has installed successfully. Create the required custom resource to be able

to use this Operator.

eeh MultiClusterHub @ Required

Advanced provisioning and management of OpenShift and Kubernetes clusters

View installed Operaters in Namespace open-cluster-management



Create MultiClusterHub

Create by completing the form. Default values may be provided by the Operator authors.

Configure via: ® Form view ) YAML view

MultiClusterHub
o Mote: Some fields may not be represented in this form view. Please select "YAML view" for full control. provided by Red Hat
MultiClusterHub defines the cenfiguration for an instance of the MultiCluster Hub
Name *

multichisterhub

Labels

app-frontend

Tolerations >

Tolerations causes all components to tolerate any taints.

» Advanced configuration

MuiltiClusterHubs e

Mame = Search by name.. |..f
Mame Kind Status Labels Last updated
m multiclusterhub. MultiClusterHub Phase:L¥ Installing Mo labels @ Just now ¥

MultiClusterHubs [ create vuicisrertin |

Mame w Search by name., !

Mame Kind Status Labels Last updated

multichusterhub MultiClusterHub Phase: @ Running Mo labels @ 9 minutes ago




RedHat
OpenShift
Container Platform

& Administrator
<* Developer

# Advanced Cluster Management

Log in to your account Red Hat

OpenShift Container Platform

Username *

Iuﬂmm B

Password *

[ -]

-5’ Overview : Clusters
View system alerts, critical application metrics, and oversl Search, Create, update, scale, and . an
identity, and resclve issues that are impacting distributed workloads using an model that supports as Code best
operational dashboard designed for Site Reliability Engineers (SRES). practices and design principles.

Applications Governance
Define a b lication using d deploy the applications using Use policies to automatically configure and maintain consistency of security controls
o policies g 1/CD pipelines and governance required by Industry o other corporate standards, Prevent unintentional or malielous

controls. that might expos ed and threat vector



Credentials

2

You don't have any credentials

Click Add credenti

View documentation [

Credentials

Add credential® Q) v

@ credentialtype Select the credentials type

2 Review

What are the different credentials types?

Credential type *

Cloud provider credentials

aws A 2

Amazon Web Services Microsoft Azure Google Cloud Platform
Datacenter credentials
Red Hat OpenStack Platform Red Hat Virtualization VMware vSphere

Automation & other credentials

Back Cancel

to create your resource.

Bare metal



Addcredential@ () L

@ sasic information Enter the basic credentials information
2 Amazon Web Services
Credential type *

3 Prox
¥ = Amazon Web Services

4 Pull secret and SSH

Credential name * (3
5 Review

dws

Namespace *

cloud-provider-credentials

Base DNS domain @

sample hybridcloud.com

n Back Cancel

Add credential @ () vame

1 Basicinformation Enter the Amazon Web Services credentials

. Amazon Web Services ) )
How do | get Amazoen Web Service credentials?
3 Proxy
Access key ID * (@
4 Pull secret and SSH
Enter your AWS access key ID

5 Review

Secretaccess key * @

Enter your AWS secret access key

Back Cancel



Addcredentiale () vamL

1 Basic infermation Proxy

2 Amazon Web Services

o Proxy

4 Pull secret and SSH

How do | configure a proxy?

HTTP proxy (&

Enter the HTTP proxy URL @ [

5 Review
HTTPS prexy (@

Enter the HTTPS p

Mo proxy (@

Enter the comma delimited list of URLs that do not require a

Additional trust bundle &

Enter your additional trust bundle

| .
| Hybrid Cloud Console

Openshift »  mirror registry for Red Hat OpenShift Linux - *BE_64 - Download

> OpenShitt Client (oc) miror plugin Linux - xBE_64 -

RHCOS management tools

Customize Red Hat Enterprise Linux CoreQS {RHCOS) nodes with these toals.

Mame OS type Architecture type

» Butane config transpller CLI Linux - ¥86_64 - Download
»  CoweDS Installer CLI Linux - *B6_64 - Download

Downloads

Tokens
> Pull seciet B Copy Download
»  OpenShift Cluster Manager AP Token View AP token 2



Addcredentiale (OB

1 Basicinformation Enter the pull secret and SSH keys

2 Amazon Web Services

How do | get the Red Hat Opel t Container Platform pull secret?
3 Proxy
Pull secret ~
o Pull secret and SSH
Ente taine pull
5 Review &
SSHprivate key * @
E yoL priv y &
SSH public key * (@
Enter your S5H public key
Cancel
Credentials
0O«  Q Search Actions = 1-10f1 =
Name 1 Credential type Namespace Additional actions Created
O aws aws Amazon Web Services cloud-provider-credentials - a few seconds ago
1-1ofl = 1 of 1
Red Hat ) m o e

Clusters @

Managed clusters  Clustersets  Cluster paols  Discovered clusters

Create Cluster on Premise with a cloud like experience

The best solution for creating cluster on an On Premise at scale. Easily create ready to go clusters for your applications.
Easily create and re-create clusters from hosts that are provided by an infrastructure enviranment.

Dismiss

O- Q, Search Y Filter = Impart cluster Actions = 1-1cf1 =
Hame 1 @ Status Infrastructure provider Distribution version Labols Nodes
local-cluster O Ready aws Amazon Web Services OpenShift 49.38 velero.io/exclude—from-backup=true 15 more o5 H

1-10i1 = 1 ofl




Create cluster QP vemLoff

. Installation type

2 Cluster details aws o I G
— s
3 Neode pools
Amazon Web Services Google Cloud Microsoft Azure VMware vSphere
4 Netwerking
5 Proxy
=]
& Automation — ‘ ‘
]
7 Review Bare metal
] Red Hat OpenStack Platform Red Hat Virtualization

Assisted installation

(=)
Use existing discovered hosts Discover new hosts

Infrastructure provider credential * @

aws o -

Add cradential B2

Create cluster ® () vamLoff

1 Installation type Cluster details
° Cluster details Cluster name * @
3 Node pools sample
4 Networking Cluster set @
5 Proxy defauit o -
6 Autemation
Base DNS domain * @
7 Review

sample.hybridcloud.con

All DN5 records must be subdomains of this base and include the cluster name. This cannot be changed after cluster installation,

OFIPsS
Use the Federal Information Processing Standards (FIPS) madules provided with Red Hat Enterprise Linux CoreOS instead of the default Kubemetes cryptography suite.

Release image * @

OpenShift 410.20 o -

Additional labels

Enter key=value

Use labels to esganize and place application subseriptions and pelicies on this cluster. The placement of resaurces are eontrolled by label selectors. If your eluster has the labels that mateh the rescurce
placement’s label selector, the rescurce will be instalied an your cluster after creation.



Createcluster@ () vavLoff

1 Installation type Node pools
2 Cluster details The instance type and quantity of cantrol plane and worker nodes to create for your cluster. Additional worker nodes can be added after the cluster is created.
. Node pools Region ©
us-west-1 0o -
4 ing
5 Proxy Architecture &
& Automation amde4 o -
7 Review
» Caontrol plane pool mSxlrge 100
» Worker pool1 worker  mSxlarge 3 W00
Add warker pool
)
Create cluster @ QP vamLoff
1 Installation type Networking
2 Cluster details ‘Configure network access for your cluster. One network is created by default.
Netwark type = &
3 Node pools
) OpenShiftsSDN Qo -
° Metworking

& p w Metwork 1
oy
Specify at keast one network. Multiple are required for IPvE.

g Automation Cluster netwark CIDR * (@

2 Review 101280.0/14

Metwork host prefix * @

232

Service network CIDR * (@

723000016

Machine CIDR * &

10.0.0.0/16

Cancel




Create cluster @

1 Installation type
2 Cluster details
3 Node pools
4 Networking

@ oy
& Automation

7 Review

Q@@ v o

Proxy

o access to the Intemet and instead have an HT TP or HTTPS proxy available. You can canfigure a new OpenShift Container Platform cluster to use a proxy by configuring
the praty Settings

) Use proxy
HTTP proxy *

Enter http proxy

Requires this fermat: Mtp//<usemame<pewd> B<ip>-cport>
HTTPS proxy *

Enter https proxy
Requires this format: https,fj<usernames:<pswd>@ipr<ports

No prewy

Enter value
Add comma separated sites to bypass the proxy. By detault, all cluster egress traffic is proxied, mcluding calls to hosting cloud provider ARIs.
Additional trust bundle

Create cluster @ Q@ Lo

Installation type

N

Cluster details

w

Node pools

a

Networking
5 Proxy
@ Auvtomation

7 Review

Automation

(Optional) Choose an on job template to run Ansible jobs at different stages of the chuster life cycle. To use this feature, the Ansible Automation Platform Resource Operator must be
installed,

Ansible Automation Template (@

Select an Ansible job template -

Add automation template B3

Cancel

Create cluster @ QP L oFf

1 Installation type Review
2 Cluster details 1 Installation type
Infrastructure Amazon Web Services

3 MNode pools

Infrastructure provider credential aws

4 Metworking

2 Cluster detalle

5 Proxy
Cluster name sample
6 Automation Cluster set default
Base DNS domain sample.myhybridcloud.com
@ review FIPS false
Release image quay.io/openshift-release-devfocp-release: 410 20-x85_64
Additional labels -none-

3 Node pools

Region us-west-1
Architecture amde4
Zones -none-
Instance type mb5.xlarge
Root storage (GIE) o0

Pool name worker
Zones -none-
Instance type mbE.xlarge
Node count 3

Root storage (GiB) 100




sample

Owverview Modes Machine pools Add-ons

Creating cluster

1 of 4 steps completed

@ Prehook
Mo jobs selected

Learn mare about automation B

w  Details

Cluster resource  sample @
name

Cluster claim name -
Status { Creating

Infrastructure aws Amazon Web Services
provider -

Distribution -
version

¢ Clusterinstall
In progress
View logs £

Labels & cloud-Amazon | | cluster. |

Feahy dusts

ger-unreachable

Download configuration = Actions

O Cluster import
Pending

Cluster AP1
address

Consale URL
Cluster ID

Username &
password

Created by
Cluster set

Cluster pool

@ Posthook

Mo jobs selected

opentle-mgr

default



sample

Overview

MNodes

Cluster resource

name

Cluster claim name

Status

Infrastructure

provider

Distribution

version

Channel

Labels

4

Machine pools Add-ons

sample @

0 Ready

aws Amazon Web Services

OpenShift 410.20

stable-4.10

cloud=Amazon @ clusteropen-cluster-management.io/clusterset=default
clusterlD=e574c5ae-3747-46bd-ac9a-82d51fbbdbla
feature.open-cluster-management.io/addon-application-manager=available
feature.open-cluster-management.io/addon-cert-policy-controller=available
feature.open-cluster-management.io/addon-config-policy-controller=available
feature.open-cluster-management.io/addon-governance-pelicy-framework=available
feature.open-cluster-management.ico/addon-iam-policy-controller=available
feature.open-cluster-management.io/addon-search-collector=available
feature.open-cluster-management.io/addon-work-manager=available = name=sample

openshiftVersion=4.10.20 | region=us-east-1  vendor=0OpenShift



Edit labels X

Labels help you organize and select resources. Adding labels allows you to query for objects by using the labels.
Selecting labels during policy and application creation allows you to distribute your resources to different
clusters that share common labels.

sample labels

cloud=Amazon %  clusteropen-cluster-management.io/clusterset=default
clusterlD=eS74c5ae-3747-46bd-ac9a-82d51fbbdbla X
feature.open-cluster-management.io/addon-application-manager=available
feature.open-cluster-management.io/addon-cert-policy-controller=available %
feature.open-cluster-management.io/addon-config-policy-controller=available %
feature.open-cluster-management.io/addon-governance-policy-framework=available *
feature.open-cluster-management.io/addon-iam-policy-controller=available  *
feature.open-cluster-management.io/addon-search-collector=available x
feature.open-cluster-management.ic/addon-work-manager=available ¥ | name=sample

openshiftVersion=410.20 ® | region=us-east-1 ¥ | vendor=OpenShift *

env=dev

Cancel

Channel

What to deploy?

Application [-Subscribes to—p-

Subscription

PlacementRule

clusterSelector

Where to deploy?

vendor=OpenShift vendor=OpenShift

5005



& Red HatAdvanced €l

x | G Login-RedHatCpen® x | & clouds-api-dev-Deta | x | & "Thissubscriptionhas x | & Chapter . Troublesho: x | & Applications Red Hat# x | @ Chapter . Troublesho x W CPME: Login x|+ voox
~
« C 1 (& mulicloud-consale apps cluster-xidu.xizhv sandbocS1B.opentle comimuliicloudiepplicatio SRS 0E s -
# Apps B Red Hal Fxlernal B8 Red Hatlnternal B Red Hal Frese . @ SAF Concur M. @ Red Hat F-Busi.. B Red HalSupport B8 MAC Sales B Opensource B8 Tech B8 Forums/Aricles I Projects B8 Arlicles I8 Pessaal = | W Other bookmarks
E T ]
agen e
Applications
Advanced configuration

m} -

D) '__)

You don't have any applications

lick Create application

Applieatienset

Subseription

Create application QP ML off

Hame = &

sample
Namespace * (2

sample-app

+ Repository location for resources

w Repository types

Git

URL * @

Username @

httpsfgithub.com/PacktPublishing/Openshift-Multi-Cluster-management.git

Optional: Enter the Git user name



Create application QP vemLoff

[ Select an existing placement configuration &
Deploy application rescurces only on clusters matching specified labels
Cluster labals -
Enter one ar mode matehing labels to select the chusters to deploy to
Label * Value *
env dey
©  Add another label
[[] Deploy to all enline clusters and local cluster &
[[] Deploy on local cluster &
w Settings: Specify application behavior
Deployment window (3
@ Always active
) Active within specified interval
) Blocked within specified interval
Tirme window configuration -]

sample
Actions ¥
Overview Topology
—
. How to read topology (B
QlQl o
-
-
Subscription | Placements
sample- sample-
| subscription-1 ‘ placemens-1
C
)
Cluster
local-
—J cluster
/o
=
o
o)
Syt
Route Deployment |
clouds-api clouds-api |

+

2 \\j { > w
/ @ /
== : Y
Service ‘ Replicaset
clouds-api | clouds-api
// 7\\
u i] )
/.
Pe |

clouds-api |



Manage resource assignments

Select resources to toggle their assignments to the cluster set

Resources can be added, removed, and transferred from other cluster sets (if you have permissions to remove from them from their assigned set).

Important: assigning a resource to the cluster set will give all cluster set users permissions to the resource's namespace.

2 selected « Q, search
Name T Kind Current cluster set
local-cluster ManagedCluster default
sample ManagedCluster default
cloud-api
Actions ¥
Overview Topology
—

How to read topology (B

KIQY

&)

Application
cloud-api

u@ )

T
Placements
sample-
placemens-1

I
sample-go-appiclouds-api/KBs/

| Cluster
local-

cluster
"4 o
{ ) 2 o
&%, o=/ o=/
e —
Service Deployment Route
clouds-api clouds-api | clouds-api

'
o)

Replicaset

clouds-api

i)

Pod

clouds-api



enable-etcd-encryption

remediateAction: inform
severity: low

apiVersion: config.openshift.iofvl
kind: APIServer
metadata:
name: cluster
spec:
encryption:

type: aesche

enable-eted-encryption-status-kubeapi

remediateAction: inform
severity: low

apiversion: operator.openshift.io/vl
kind: KubeAPIServer
metadata:

name: cluster
status:

conditions:

- message: ‘All resources encrypted:
secrets, configmaps'
reason: EncryptionCompleted

Governance @

Overview Policy sets Policies

Policy set violations o

O W 0 violation

W 0 without viclatio:

Controls

SC-28 Protection Of Information At Rest

policy-etedencryption

Details  Results

Clusters.

Q Find clusters

Cluster Violations | Template

ns

10

subjects placementRef

Policy PlacementRule

policy-template ] [ remed\atiuﬂAclmn]

00

Policy violations 1 Clusters
local-cluster
W lviolation
W 0 without violations Standards

NIST SP 800-53

Categories

SC System and Communications

Protection

Message

local-cluster @ Wiith violations enable-gtcd-encryption-status-kubeapi violation - kubeapiservers not found: [cluster] found but not s specified - View details

local-cluster @ With violations enable—etcd-encryption

vialation - apiservers not found: [cluster] found but not as specified - View details

1-2012 ~

Actions =
1-20i2 =
Lastreport History
3 few seconds age View history
a few seconds ago. View history
1 of 1



Hub Cluster|

Grafana w ‘ GraphDB l | Object Storage Alert Manager 3rd Party Apps

Observability AddOn

MCH Operat
[ (API Server)

Data Configuration

Managed Clusters|

Cluster 1 Cluster 2

Observability-AddOn Observability-AddOn

e
On-Demand Log On-Demand Log
Red Hat e
OpenShift a4 © 0 kube:adm
e cluster OAuth configuration i
9 Administrator You are logged in as a temporary administrative user. Update the to allow others to log in.
Home
Overview
e Advanced Cluster Management for Kubernetes .

Projects

Search MachinePool  SelectorSyncidentityProvider  Sel

(SyncSet  SyncldentityProvider ~ SyncSet | MultiCluste

AP Explorer
Events MultiClusterObservabilities

Operators

» operands found
OperatorHub No operands found

Installed Operators

Workloads

Networking

Storage

Builds

Observe

Compute

User Management




g;zr’\‘sa:wﬂ & © @ kube:admin =

" You are logged in a5 3 temy administrat Update the custer OAuth configuration to allow others tokogin.
2 Administrator logg porary ive user. Upda g

Project: open-clu

r-management =

Home

Overview
Profects Create MultiClusterObservability

arch

API Explorer Configure via: O Formview ® YA

Opeatorkub

Installed Operators

Workloads

Storage

Builds

Observe

Compute

User Management

RedHat
kube:admin v
OpenShift a4 © o
You are' in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.
02 Administrator logged log
Project: open-cluster-management v
Home
P ators > Operator detads
Overview
luster for po
Actions »
Projects provided by Red Hat

Sesch Details YAML Subscription Events Allinstances  MultiClusterHub  ClusterManager  App Subscription ~ Channel

Helm Release  Deployable

API Explorer

Events MultiClusterObservabilities

Operators

OperatorHub

Name Kind Status Labels Last updated
Installed Operators

Observabiity Conditions:

o @ hd 2 minutos s

Workloads

Networking

Storage

Builds

Observe

Compute

User Management




d Cluster Management for Kubernetes

[¢]

LA Overview ! wfapa &£ {+-

aws A

Amazon Microsoft

Infrastructure

i ! 1

Cluster

Bare metal assets

Automation

onments

Summary

0 2 1 1 13 726

Credentials Applications Clusters Kubernetes type Region Nodes Pods

Cluster compliance 2 Pods 72¢ Cluster status 2

100% . 100% . 100% .

General / ACM - Clusters Overview

Control Plane Health

Top 50 Max Latency API Server

ptimization

Top 50 CPU Overestimation Clusters Top 50 Memory Overestimation Clusters

Capacity / Utilization

Top 50 CPU Utilized Clusters Top 5 Utilized Clusters (% CPU usage)

kube:




o’ Openshift Alerts ~ @ # alertmanager-service 2 ~

& 1 &}
S :
e ipti b openshift ip-reconciler-27 875 failed to complet
; failed job after investigation should clear this alert
m v - Details:
@ * alertname:

# alertmanager-service o cluster:

+

Alert: -
Description: Job openshift-mut cil 517875 failed to complete
Removin; b after investigation should clear this z
Details:
» alertname:

* cluster:

Alert:

Description: This is an alert meant to ensure that the entire alerting pipeline is
functional

This ale ing, the: 2 it should always be firing in Alertms:

and always fire against a receiver. Th are integrations with various notification

mechani hat send a notification when this ale s not firing. For example the




Chapter 12: OpenShift Multi-Cluster Security

RedHat
Openshift
[

Project: All Projects

OperatorHub

Project: pipelines-sample

OperatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through R
provide optional add-ans and shared services to your developers. After installation, the Operator capabilities will appear in the De

AlfMachine Learning
Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Development Tools
Integration & Delivery
Logaing & Tracing
Modernization & Migration
Monitoring
Networking
OpenShift Optional
Security

Storage

Streaming & Messaging

All ltems

Community

[DEPRECATED] Hazelcast
Operator

Install Hazelcast cluster

Aen0n

Anchore Engine Operator

©

Advanced Cluster Management
for Kubernetes

Advanced provisioning and
management of OpenShift and
Kubernetes clusters

Ansible Automation Platform

~

Advanced Cluster Security for

Kubernetes

Red Hat Advanced Cluster
Security (RHACS) operator

provisions the services necessar

Anzo Operator

g providing a seff-service experience.

d Hat Marketplace (. You can install Operators on

oo
[T

JB

Alvearie Imagin

Operator

The Alvearie

Anzo Operator

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat Marketplace . You
can install Operators on your clusters to provide optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the
Developer Catalog providing a self-service experience.

All ltems

Al/Machine Learning
Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Development Tools
Drivers and plugins
Integration & Delivery
Logging & Tracing
Modernization & Migration
Monitoring

Networking

All ltems

Advanced Cluster Securit

Kubernetes

Advanced Cluster Security for
y Red Hat

Red Hat Advanced Cluster
Security (RHACS) operator
provisions the services necessar...

Titems



Advanced Cluster Security for Kubernetes
3701 provided by Red Hat

Latest version

3701

Capability level
& Basic Install
|
& Seamless Upgrades

I
(O Full Lifecycle

(O Deep Insights
|

() Auto Pilot
Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected
Proxy-aware

Repository
N/A

Container image

registry.redhat.io/advance
d-cluster-security/rhacs-r
hel8-operator@shaz256:fb
903bf9ell0ba03e9c6397
7ebaf707e6884dd8fd413

Why use Red Hat Advanced Cluster Security for Kubernetes?

Protecting cloud-native applications requires significant changes in how we approach security—we must
apply controls earlier in the application development life cycle, use the infrastructure itself to apply
controls, and keep up with increasingly rapid release schedules.

Red Hat® Advanced Cluster Security for Kubernetes, powered by StackRox technology, protects your
vital applications across build, deploy, and runtime. Our software deploys in your infrastructure and
integrates with your DevOps tooling and workflows to deliver better security and compliance. The policy
engine includes hundreds of built-in controls to enforce DevOps and security best practices, industry
standards such as CIS Benchmarks and National Institute of Standards Technology (NIST) guidelines,
configuration management of both containers and Kubernetes, and runtime security.

Red Hat Advanced Cluster Security for Kubernetes provides a Kubernetes-native architecture for
container security, enabling DevOps and InfoSec teams to operationalize security.

Features and Benefits

Kubernetes-native security:

1. Increases protection.

2. Eliminates blind spots, providing staff with insights into critical vulnerabilities and threat vectors.

3. Reduces time and costs.

4, Reduces the time and effort needed to implement security and streamlines security analysis,
investigation, and remediation using the rich context Kubernetes provides.

5. Increases scalability and portability.

6. Provides scalability and resiliency native to Kubernetes, aveiding operational conflict and complexity
that can result from out-of-band security controls.

Using the RHACS Operator
RHACS comes with two custom resources:

1. Central Services - Central is a deployment required on only one cluster in your environment. Users
interact with RHACS via the user interface or APls on Central. Central also sends notifications for



Install Operator

Install your Operator by subscribing to one of the update channels to keep the Operator up to date. The strategy determines either manual or automatic updates.

Update channel * & ‘ Advanced Cluster Security for Kubernetes
ovided by Red Hat

® |atest e

Provided APls
O rhacs-362
O rhacs-364
- {® Central &9 Secured Cluster
) rhacs-3.65
O rhacs-366 Central is the configuration template for SecuredCluster is the configuration
O thacs-367 the central services. This includes the template for the secured cluster
o API server, persistent storage, and the services. These include Sensor, which is

)
Thacs-3.68 web UL as well as the image scanner responsible for the connection 1o
U rhacs-369 Central, and Collector, which performs
) rhacs-3.70 host-level collection of process and
network events.

Installation mode *
Important:...

® an namespaces on the cluster (default)
Operator will be available in all Namespaces

A specific namespace on the cluster
This mode is not supported by this Operator
Installed Namespace *

a rhacs-operator (Operator recommended) -

© Namespace creation
Namespace rhacs-operator does not exist and will be created.

Advanced Cluster Security for Kubernetes
3701 provided by Red Hat

Installed operator - ready for use

View installed Operators in Mamespace rhacs-operator




Installed Operaters » Operator details

Advanced Cluster Security for Kubernetes

Events  Allinstances -

370 provided by Red Hat

Details  YAML  Subscription

Provided APls

@ Central

Central is the configuration template for
the central services. This includes the
APl server, persistent storage, and the

web Ul, as well as the image scanner.

® Create instance

@ Secured Cluster

SecuredCluster is the configuration
template for the secured cluster
services. These include Sensor, which is
responsible for the connection to
Central, and Cellector, which performs
host-level collection of process and
network events.

Impertant:...

(® Create instance

Secured Cluster

Actions

Provider
Red Hat

Created at
@ 4 minutes ago

Links

Red Hat Advanced Cluster Security
Decumentation
https://docs.openshift. com/acs/welc
ome/ &

DataSheet
https://www.redhat.com/en/resource
sfadvanced-cluster-security-for-kub
ernetes-datasheet

Support Policy
https://access.redhat.com/node/582

Installed Operators » Operator details

Advanced Cluster Security for Kubernetes

370. provided by Red Hat

Details  YAML

Centrals

Subscription

Allinstances  Central

Secured Cluster

No operands found

application.

Operands are declarative components used to define the behavior of the

Actions




Project: rhacs-operator
Mame *

stackrox-central-services

Labels

app=frontend

Central Component Settings >

Settings for the Central component, which is responsible for all user interaction.

Scanner Component Settings >
Settings for the Scanner component, which is responsible for vulnerability scanning of container
images.

Egress >

Settings related to outgoing network traffic.

TLS >

Allows you to specify additional trusted Root CAs.

» Advanced configuration

Cancel

Centrals
Mame = Search by name... /
Name Kind Status Labels
@ stackrox-central-services Central Conditions: Deployed, Mo labels .

Initialized



Project: rhacs-operator

Mo labels

Annotations

0 annotations #

Created at

@ stackrox-central-services

Data

htpasswd

admin:$2a$05%n chi

password

voAADS LS | ]

Project: rhacs-operator

Secrets
Y Filter

Name

© builder-dockerctg

© builder-token-8svip

© builder-token-ce

© central-tis

© central-token-6pjkc
© central-token-tmphs

© defaul

Type

kubemetes.io/dockerctg

kubemetes.io/service-account-token

kubemnetes.io/service-account-token

kubernetes.io/dockerclg

Opague

Opaque

kubemetes.io/service-account-token

kubemnetes.io/service-account-token

kubemetes.io/dockercfg

Size

Edit #

Created

@ Jul15, 2022, 556 PM
@ Jul1s, 2022, 5:56 PM
@ Jul 15, 2022, 556 PM
@ 5 minutes ago
L] 5 minutes ago
@ 5 minutes ago
@ 5 minutes ago
@ 5 minutes ago

@ Jul1s, 2022, 5:56 PM

= Hide values




RedHat
OpenShift
ntainer Platform

Project: rhacs-operator  »

Routes

Y Filter = Name /

Name Status Location Service

G centeal © Accepted https:/fcentral-rhacs— © central 1

operatorapps.cluster-
com
@D central-mtis @ Accepted https:/fcentral.thacs-operator & © central
Routes

Login to your account

Select an auth provider

Login with username/password

Username

Password

RedHat
Advanced Cluster S
1

0 SYSTEM VIOLATIONS

COMPLIANCE

ment

No Standard results available. Run a scan on the Compliance page.
CRITICAL HIGH MEDIUM LOW m

=

= VIOLATIONS BY CLUSTER ] TOP RISKY DEPLOYMENTS iy ACTIVE VIOLATIONS BY TIME

No data available. Please ensure your cluster is

Mo data available. Please ensure your cluster is
properly configured.

No data available. Please ensure your cluster is
properly configured

properly configured.



Clusters under
ACS management

Admission
Control

Sensor

Scanner

4

" Collector

ACS
Secured Cluster

ACS Central
Admission
Control
Sensor
\ Scanner
Node
Node
"= Collector
ACS
Secured Cluster
RedHat
= r_\dva ed Cluster Security Q, Search & cL & A [7]
for Ki ernetes
Integrations
Violations Image Integrations
[ ] [ s ]
«@a StackRox &> docker aﬂChore
StackRox Scanner Generic Docker Registry Anchore Scanner
Google Container Registry Google Artifact Registry

Amazon ECR Google Container Registry Google Artifact Registry



Authentication Tokens

¢«" StackRox ¢((‘ StackRox

API Token Cluster Init Bundle

Integrations > Cluster Init Bundle » Create Integration

Configure Cluster Init Bundle Integration

Q Integration was saved successfully

Please copy the generated cluster init bundle YAML file and store it safely. You will not be able to access it again after you close this window.

l Download Helm values file l

Use the following file if you do not want your secrets to be managed by Helm. Most users should use the Helm values file above instead.

l Download Kubernetes secrets file ]

Name local-cluster

Issued 07/15/2022 | 6:36:21PM

Expiration 07/15/2023 | 6:36:00PM

Created By s50:4dflb9S8c-24ed-4073-a%ad-356aec6bb62d:admin

Back



Project: rhacs-operator »

Installed Operators  * Operator details

Advanced Cluster Security for Kubernetes
3701 provided by Red Hat

Details  YAML  Subscription  Ewvents  Allinstances  Central  Secured Cluster

Provided APIs

G Central

Central is the configuration template for
the central services. Thisincludes the
APl server, persistent storage, and the
web Ul, as well as the image scanner.

(® Create instance

Description

@ Secured Cluster

SecuredCluster is the configuration
template for the secured cluster
services. These include Sensor, which is
responsible for the connection to
Central, and Collector, which performs
host-level collection of process and
network events.

Important:...

@ Create instance

Why use Red Hat Advanced Cluster Security for Kubernetes?

Protecting cloud-native applications requires significant changes in how we approach security—we must apply controls earlier in the
application development life cycle, use the infrastructure itself to apply controls, and keep up with increasingly rapid release schedules.

Project: rhacs-operator  «

Installed Operators  » QOperator details

Advanced Cluster Security for Kubernetes

3701 provided by Red Hat

Details  YAML  Subscription  Events  Allinstances  Central

Provided APIs

G Central

Central is the configuration template for
the central services. This includes the
AP| server, persistent storage, and the
web Ul, as well as the image scanner.

(® Create instance

@ Secured Cluster

SecuredCluster is the configuration
template for the secured cluster

services. These include Sensor, which is

responsible for the connection to
Central, and Collector, which performs
host-level collection of process and
network events.

Important:...

@ Create instance

Actions

Provider
Red Hat

Created at
@ Jul 23, 2022,12:00 PM

Links

Red Hat Advanced Cluster Security
Documentation
httpsy//docs.openshift.com/acs/welco
me/ &

DataSheet
https:fwww.redhat.com/en/resources/
advanced-cluster-security-for-kubern
etes-datasheet @

Support Policy
httpsi/faccess.redhat.com/node/58227
2z

Community Site
https:/fwww.stackrox.io/ &

Maintainers
Advanced Cluster Security product team
rhacs-pm@redhat.com

Actions =

Provider
Red Hat

Created at
@ Jul 15,2022, 5:57 PM

Links

Red Hat Advanced Cluster Security
Documentation
httpsy{/docs.openshift.com/acs/welc
ome/ &

DataSheet
https/www.redhat.com/en/resource
sfadvanced-cluster-security-for-kub
ernetes-datasheet &

Support Policy
https;//access.redhat.com/node/582
27



Project rhacs-operator =

o MNote: Some fields may not be represented in this form view. Please select "YAML
view" for full control.

Name *

stackrox-secured-cluster-services 1|

Labels

app=frontend

Cluster Name *

local-cluster

The unique name of this cluster, as it will be shown in the Red Hat Advanced Cluster Security UL
MNote: Once a name is set here, you will not be able to change it again. You will need to delete and
re-create this object in order to register a cluster with a new name.

Central Endpoint

central-rhacs-operator.apps. m:443
Me endpoint of the Med Hat Advanced Lluster Secumity wentral mstance 1o connect 1o, ncuamg

the port number. If using a non-gRPC capable load balancer, use the WebS5ocket protocol by
prefixing the endpoint address with wss://. Note: when leaving this blank, Sensor will attempt to
connect to a Central instance running in the same namespace.

CLUSTERS
i v MANAGE TOKENS
Resource List

N Add one or more filters

1 CLUSTER Automatically upgrade secured clusters () (3 UPGRADE (0) + NEW CLUSTER
[] Name Cloud Provider Cluster Status Sensor Upgrade Credential Expiration

& Healthy
[ secured-cluster [+] Not applicable

Up to date with Central in 12 months
(Q collector | @& sensor | & AdmlssiunCuntml) © v °




RedHat
Advanced Cluster Security

for Kubern
Policies Existing Security Policies ‘ Import policy

all 1-810f81

O Poliey 1 Description Status Notifiers Severity Lifecycle

O 30-DayScan Age Alert on deployments with images that.. @ Enabled - Medium Deploy H

1 Alert on deployments with images that. @ Enabled - Low Build, Deploy H
a Alert on deployments using a ADD co. Disabled - Low Build, Deploy H
0 Alpine Linux Pack Alert on deployments with the Alpine L @ Enabled - Low Build, Deploy H
Manager (apk) in
Image
] Alpine Linux Pacl Alert when the Alpine Linux package .. @ Enabled o Low Runtime L

Manager Execution

Policies Import policy
% Policy: %  adminsecret x Reassess all 1-10f1

O  Policy 1 Description Status Notifiers Severity Lifecycle

O OpenShift: Advanced Cluster Security Alert when the RHACS Central secret is accessed, @ Enabled - Medium Runtime H

Central Admin Secret Accessed

OpenShift: Advanced Cluster Security Central Admin Secret Accessed | Enabled

Policy details

Severity Medium

Categories Anomalous Activity, Kubernetes Events

Type System default

Description Alert when the RHACS Central secret is accessed.

Rationale The Central secret can be used to login to the Central user interface as the admin user. This secret is generally salted and hashe
d by default in the data.htpasswd field, but may contain a base64 encoded password in the field data.password (if deployed with
an Operator). This field may be safely removed. This secret should only be accessed for break glass troubleshooting and initial ¢
onfiguration. An update or access of this secret may indicate that it will be used to administer and configure security controls.

Guidance Ensure that the Central admin secret was accessed for valid buiness purposes.

MITRE ATT&CK

>  Credential Access TAQ006 E

The adversary is trying to steal account names and passwords. Credential Access consists of techniques for stealing credentials like
account names and passwords. Techniques used to get credentials include keylogging or credential dumping. Using legitimate
credentials can give adversaries access to systems, make them harder to detect, and provide the opportunity to create more accounts
to help achieve their goals.



OpenShift: Advanced Cluster Security Central Admin Secret Accessed

Design custom security policies for your environment

@ rolicy details Policy details

2 Policy behavior Describe general information about your policy.

3 Policy criteria

) Name * Attach notifiers
4 Policy scope

OpensShift: Advanced Cluster Security Central Admin Secret Accessed Forward policy violations to
external tooling by selecting one
or more notifiers from existing
integrations.

5 Review policy

Provide a descriptive and unique policy name

Severity *
O Low @ Medium (O) High () Critical No notifiers found. Add notifiers in
Select a severity level for this policy the Integrations Page to add them

to this policy.

Categories *

Add a notifier
Anomalous Activity X Kubernetes Events X o -

Select policy categories you want te apply to this policy

Description

Alert when the RHACS Central secret is accessed.

Cancel

OpenShift: Advanced Cluster Security Central Admin Secret Accessed

Design custom security policies for your environment

1 Policy details Policy behavior
e Policy behavior Select which stage of a container lifecycle this policy applies. Event sources can only be chosen for policies that apply
at runtime.

3 Policy criteria

4 Policy scope O info

Build-time policies apply to image fields such as CVEs and Dockerfile instructions.

5 Review policy . )
Deploy-time policies can include all build-time policy criteria but they can also include data form your cluster configurations,
such as running in privileged mode or mounting the Docker socket.

Runtime policies can include all build-time and deploy-time policy criteria but they can also include data about process
executions during runtime.

Lifecycle stages *
] Build [] Deploy Runtime

Ch ecycle o which olicy is applicable. You can select more than one stage.

Event sources (Runtime lifecycle only)

(O Deployment @ Audit logs

Response method

Cancel




OpenShift: Advanced Cluster Security Central Admin Secret Accessed

Design custom security policies for your environment

1 Policy details Policy criteria
2 Policy behavior Chain criteria with boolean logic.
o Policy criteria B Editing policy criteria is disabled for system default policies

4 Policy scope If you need to edit policy criteria, clone this policy or create a new policy.

5 Review policy 1

Kubernetes resource:

Kubernetes resource
Secrets -
—and -

Kubernetes API verb:

Kubernetes APl verb

GET v

OpenShift: Advanced Cluster Security Central Admin Secret Accessed

Design custom security policies for your environment

1 Policy details Policy scope

2 Policy behavior Create scopes to restrict or exclude your policy from entities within your environment.

3 Policy criteria
o Policy scope Restrict by scope @
5 Review policy Use Restrict by scope to enable this policy only for a specific cluster, namespace, or label. Add inclusion scope

You can add multiple scope and also use regular expressions (RE2 syntax) for namespaces
and labels.

Exclude by scope @
Use Exclude by scope to exclude entities from your palicy. This function is only available Add exclusion scope
for Deploy and Runtime lifecycle stages. You can add multiple scopes and also use regular

expressions (RE2 syntax) for namespaces and labels.

Exclude images @

The exclude images setting only applies when you check images in a continuous integration system (the Build lifecycle
stage). It won't have any effect if you use this policy to check running deployments (the Deploy lifecycle stage) or




Violations

% Filter violations

10 results found

O  Policy

O OpenShift:
Advanced Cluster
Security Central
Admin Secret
Accessed

O Pod Service
Account Token
Automatically
Mounted

O Pod Service
Account Token
Automatically
Mounted

O Pod Service
Account Token

Row Actions

Entity Type

central-htpasswd secrets
in "local-cluster/rhacs-

operator”

kube-apiserver-ip-10-  deployment
0-170-36.us-east-
2.compute.internal

in "local-

clusterfopenshift-kube-

apiserver”

kube-apiserver-ip-10-  deployment
0-209-35.us-east-
2.compute.internal

in "local-

cluster/openshift-kube-

apiserver”

kube-apiserver-ip-10-  deployment
0-137-27.us-east-

Red Hat Package Manager Execution
in "scanner" deployment

Violation Deployment Policy

Violation events

Enforced

No

No

No

No

Binary 'usi/bin/rpm’ executed with 19 different arguments
under user ID 65534

First occurrence

07/15/2022 | 7:04:19PM

Jusr/bin/rpm

Container ID

73dfa3157aae

User ID
65534

Arguments

Last occurrence

07/15/2022 | 7:05:25PM

o | 0@ -~

Time

07/15/2022 | 7:04:19PM

--dbpath /tmp/rpm1964258894 --query --all --queryformat %fnam
eP\n%fevrP\n%fARCH\n%{RPMTAG_MODULARITYLABELF\N[%IFI

LENAMESH\nl.\n

1-500f110 ~ 1 of3 *» »
Severity Categories Lifecycle Time ]
Medium Multiple Runtime 0718/2022 | E
7:23:33PM
s
Medium Multiple Deploy 07/16/2022 | :
3:12:25PM
.
Medium Multiple Deploy 07/16/2022 | :
3:07:36PM
s
Medium Multiple Deploy 0716/2022 | :
3:02:47PM
Add violation metadata
0 Violation Tags
Select or create new tags. -
0 Violation Comments New

No Comments




RedHat

Advanced Cluster Security X CLI A @
VULNERABILITY MANAGEMENT 7 POLICIES 199 cvEs APPLICATION & lTE
ul v @ EXPORT
Dashboard 2 taling) (@t 5 Nobes TIMAGE | | essthucruRe rar i

TOP RISKY DEPLOYMENTS BY CVE COUNT & CVSS SCORE | VIEW ALL

10

E
g
ae
[+
Za
»
]
H

2

Low Medium High Critical
]
0 5 10 15 20 5 30 35 %0 5 50 55 60 & n s 80 85 %0 95 10
Critical Vulnerabilities & Exposures

TOP RISKIEST IMAGES v VIEW ALL FREQUENTLY VIOLATED POLICIES VIEW ALL
1. registryrednat io/rha p - - 1. Docker €15 4.1: Ensure That a User for the Container Has Been Created / Enforced: No / Severity: Low

2. Pod Service Account Token Automaticalty Mounted / Enforced: No / Severity: Medium
2. registry.rednat. io/rhacm2/multiclusterhub-rhel8@sha2se:34deoblcesader.. 43 CVEs @

3. Red Hat Package Manager in lmage | Enforced: No / Severity: Low

3, registry.redhat.io/rhac -operators-c .. 43CVEs @
4 Privileged Container / Enforced: Ne / Severity; Medium
4. registry.redhat.io/rl i 273c6.. 43CvEs @
5. Docker CI5 5.9 and 5.20: Ensure that the host's network namespace |s not shared / Enforced: No / Sever
5. registry.redhat.io/rhacm2/multiciuster-operators-subscription-rheig@snaz.. 52Cves @l
6. Maunting Sensitive Horst Directories / Enforced: No / Severity: Medium
&, registry.redhat.io/rhacm2/multicluster-cbservability rhel8-operator@shal... 43CVEs @
7. Fixable Severity at least IMportant / Enforced: Yes | Severity: High
7. registry.redhat.io/rhacm2/multicloud-integrations-rhel 8@sha256:c47650e0... 43 CVEs @

7 POLICIES 27 CVES APPLICATION &
(2 failing) (1 fixable) > NODES TIMAGES | \yepasTRUCTURE

VULNERABILITY MANAGEMENT 7 POLICIES 511 CVES APPLICATION & FILTER CVES

EXPORT
Dashboard {2 failing) {176 fixable) 5 NODES 113 IMAGES INFRASTRUCTURE mne o | | @

TOP RISKY DEPLOYMENTS BY CVE COUNT & CVSS SCORE d VIEW ALL

’ o

Weighted CVSS Score

Low Medium High Critical

o 20 40 &0 B0 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500
Critical Vulnerabilities & Exposures

TOP RISKIEST IMAGES d WIEW ALL FREQUENTLY VIOLATED POLICIES VIEW ALL

1. Docker CIS 4.1: Ensure That a User for the Container Has Been Created / Enforced: No / Severity: Low

docker.iofvulnerables/cve-2017-7494:1atest 498 CVEs 169 Fixable @l .II@

2. Pod Service Account Token Automatically Mounted / Enforced: No / Severity: Medium
2. registry.redhat.io/rhacm2/multicluster-operators-application-rhel8@sha2s... 34 cves @l

3. Red Hat Package Manager in Image / Enforced: No / Severity: Low

3. registry.redhat.io/rhacm2/multiclusterhub-rhel8@sha256:34de0blceBa%ef.. 34 CVEs

4. privileged Container / Enforced: No / Severity: Medium

4. registry.redhat.io/rhacmZ/multicluster-operators-channel-rhel8@sha256:d... 34 CVEs
5. Docker CIS 5.9 and 5.20: Ensure that the host's network namespace is not shared / Enforced: No / Sever
5. registry.redhat.io/rhacm2/submariner-addon-rhel8@sha256:c260574273c6... 34 CVEs
6. Fixable Severity at least Important / Enforced: Yes / Severity: High
6. registry.redhat.io/rhacm2/multicluster-operators-subscription-rhel8@sha2... 34 CVEs
7. No resource requests or limits specified / Enforced: No / Severity: Medium

7. registry.redhat.io/rhacm2/multicluster-observability-rhel8-operator@sha2... 34 CVEs



APPLICATION &

INFRASTRUCTURE

Clusters

Mamespaces

Deployments

Components
NAMESPACES @ EXPORT ALLENTITIES ~
Entity List
69 NAMESPACES 5 Add one or more filters Page 1 of3
MNamespace CVEs Cluster Deployments Images Policy Status Latest Violation Risk Priority +
openshift-marketplace No CVEs local-cluster 5 deployments 5 images Pass — 1
openshift-kube-apiserver No CVEs local-cluster 3 deployments 2images Pass — 2
open-cluster-management 34 CVEs [ | B local-cluster 8 deployments 7images Pass — 3

94 CVEs . (e 07/20/2022
rhacs-operator & Fixable [ | B local-cluster 7 deployments 6images | Fail | 1232 4
openshift-monitoring No CVEs local-cluster 11 deployments 15 images Pass — 5
498 CVEs . — 07/20/2022
acs-test 169 Fixable b  local-cluster 1 deployment limage | Fail | 12:41:39AM [
openshift-machine-api No CVEs local-cluster 5 deployments 5 images Pass — 7
openshift-multus No CVEs local-cluster 5 deployments 5 images Pass — 8
hift-cluster-st: -

openshitt-cluster-storage No CVEs local-cluster 4 deployments 4images Pass — 9

operator



NAMESPACES

Entity List
ACS-TEST
Namespace
v Namespace Summary
DETAILS & METADATA
Pelicy status:
Risk priority: 6 .
Fail
Cluster: local-cluster 1LABEL @
RECENTLY DETECTED —
VULNERABILITIES
1.CVE-20... | 1Image |Ew|mpa¢|%'| Fixable
2.CVE2017-7186 /... | 1image | | Envimpact: 1% |
3.CVE2017-7223/.. | 1image | | Envimpact:1% |
4.CVE-2016-9318 /... | 1Image | | Envimpact: 1% |
5.CVE2018-7569 /.. | 1lmage | |Envimpact: 1% |
v Namespace findings
POLICIES  FIXABLE CVES
Deployment CVEs
samba 498 CVEs
169 Fixable
shell Mo CVEs

TOP RISKY DEPLOYMENTS BY CVE COUNT & CVSS SCORE v VIEW ALL
10
2
.§ 9
@8
o
E 7
&
e
=
5
o 50 100 150 200 250 300 350 400 450 500
Critical Vulnerabilities & Exposures
TOP RISKIEST IMAGES VIEW ALL DEPLOYMENTS WITH MOST VIEW ALL
~
SEVERE POLICY VIOLATIONS
1. docker.iofvuln... 498 CVEs 169 Fixable @] 1.samba oL 1H| |oc

2. docker.io/vulnerables/cve-2014-627... Mo CVEs

Latest Violation Policy Status Images
07/20/2022 - _

B 39w Fail 1image
- Pass 1image

ALLENTITIES

& X

Related entities

CONTAINS

2
DEPLOYMENTS

5
POLICIES

IMAGES

252
COMPONENTS

498
CVES

Risk Priority +

23



NAMESPACES

ALLENTITIES v
Entity List
6 ACS-TEST 5 DEPLOYMENTS 5 SAMBA % COMPONENTS D)I x
Namespace Entity List Deployment Entity List
183 COMPONENTS % Add one or more filters Page 1 of8 >
P
Component CVEs Active Fixed In Top CVSS Images Nodes Risk Priority +
N 3.8.7.1-1+d 9.3 B
sqlite3 3.8.7.1-1+deb8u2 w [ ] Inactive e 1image No nodes 1
8 Fixable b8ué6 w3
22 CVEs 5 7.38.0-4+de 9.8 .
curl 7.38.0-4+deb8u7 18 Fixable [ I Inactive b8u16 le 1image No nodes 1
. . . 9.8 .
binutils 2.25-5+deb8u1 170 CVEs Inactive Mot Fixable 1image No nodes 1
(v3)
. . . 9.8 .
glibc 2.19-18+deb8u10 33 CVEs | ] Inactive Not Fixable 1image No nodes 2
v3)
. . 1.4.3-4.1+d 9.1 .
libssh2 1.4.3-4.1+deb8u1 —_— [ ] Inactive e 1image No nodes 3
11 Fixable b8u6 w3) —
5.9+201409 98
ncurses 5.9+20140913-1 L_VES ] Inactive 13-1+deb8u : 1image No nodes 4
13 Fixable 3
3 (v3)
libxml2 2.9.1+dfsg1-5+deb8us w ] Inactive 29.1+dfsgl- 2L 1image No nodes 5
5 Fixable 5+deb8ug w3l —
. 2.7.9-2+deb 9.8 .
python2.7 2.7.9-2+deb8u1 w |l [ ] Inactive e 1image No nodes 6
12 Fixable Bus w3
B 1.7.5-11+d B3 B
cups 1.7.5-11+deb8u1 M | Inactive rae 1image No nodes 7
12 Fixable b8us w3) ]
NAMESPACES ALL ENTITIES
Entity List
<« ACS-TEST ;, IMAGES 5 docker.io/vulnerables/cve-2017-7494:latest Elﬂ X
Namespace Entity List Image

Observed CVEs Deferred CVEs False positive CVEs
Y Select a filter... Bulk actions  ~ | 1-200f473 ~ 1 of24 > ¥ MATCHES

1
0 cve Fix Defer CVE (4) Ve Affected comp... Discovered DEPLOYMENT
Mark false positive (4, '
CVE-2019-5482 Yes p “ 1 components 07/20/2022 | 12:37:43AM :
CONTAINS
CVE-2017-12424 No Critical 9.8 1 components 07/20/2022 | 12:37:43AM H 183
: COMPONENTS
CVE-2017-10989 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM :
CVE-2017-10685 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM : 473
CVES
O cvE-2016-4609 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM :
O cvE-2018-16839 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM :
O cvE-2019-12900 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM :
O cvE-2019-8457 No Critical 9.8 1 components 07/20/2022 | 12:37:43AM H
O cvE-2018-1000007 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM H
O CvE-2019-11068 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM H
O CVE-2019-12450 Yes Critical 9.8 1 components 07/20/2022 | 12:37:43AM H



RedHat

— Advanced Cluster Security Q Search & CLI P ) d
ubernetes
Dashboard .
Risk Acceptance
Pending Approvals Approved Deferrals Approved False Positives
Y Selectafilter.. « Bulk actions 1-40f4 ~ 1 ofl
Requested entity Requested action Expires Scope Impacted entities Comments Reque...
AtRgEines O cve-2019-5482 Deferral (until fixed) When fixed dockerio/vulnerables/cve | 1deployment limage 1 comments admin
-2017-7494 1atest
O cve-2017-12424 Deferral (until fixed) When fixed docker.io/vulnerables/cve 1deployment limage 1comments admin
Risk Acceptance
-2017-7494:|atest
ting
O cve-2017-10685 Deferral (until fixed) When fixed docker.io/vulnerables/cve 1 deployment limage admin
-2017-7494latest
c
O cVE-2017-10989 Deferral (until fixed) When fixed  dockerio/vulnerables/cve | 1deployment = limage lcomments  admin
-2017-7494 atest
rity o Show O trator Components Q & Ar [7]
RISK
¥ Add one or more resource filters + CREATE POLICY
Defoult View
17 DEPLOYMENTS. Page 1 of1

Name Created Cluster Namespace Priority +

rhacs-operator-controller-

07/15/2022 | 5:57:07PM local-cluster rhacs-operator 1
manager
© multiclusterhub-operator 07/15/2022 | 7:05:13PM locabcluster open-cluster-management 2
© samba 07/20/2022 | 12:41:39AM local-cluster acs-test 3
o collector 071502022 | 70223PM local-cluster rhacs-operator 4
-] "'“I'.“Iummwaw"' 07/15/2022 | 7:05:13PM local-cluster open-cluster-management 5
application
© multicluster-operators-channel  07/15/2022 | 7:05:13PM localcluster open-cluster-management 5
Micluster-operators-hub-
o Muincluster-operators-hu 07/15/2022 | T:05:14PM local-cluster open-cluster-management 5
subscription
Iticluster- tors-
o MuinElLIstar-operators 07/15/2022 | T05:13PM localcluster open-cluster-management 6
standalone-subscription

. multicluster-operators-

¢ ; 07/15/2022 | 7:05:13PM open-cluster-management 5
subscription-report I P 8

o Multicluster-bservabilicy- 07/15/2022 | 7:05:13PM Iocakcluster open-cluster-management 7
operator

© sensor 07/15/2022 | 7:0223PM Tocal rhacs-operator 8

© submariner-addon 07/15/2022 | 7:05:13PM Iocakcluster open-cluster-management 9




RISK

. Y Add one or more resource filters v
Default View
17 DEPLOYMENTS Page 1 of1 4 > Samba b4
Name Created Cluster Namespace Priority + RISK INDICATORS | DEPLOYMENT DETAILS | PROCESS DISCOVERY

rhacs-operator-
© controller-
manager

07/15/2022 |

local-cluster rhacs-operator 1 VIEW DEPLOYMENT IN NETWORK GRAPH
5:57:07PM Pe

multiclusterhub- 07/15/2022 | open-cluster-

5 . . . ~
operator 7:05-13PM local-cluster management 2 Policy Violations
5 07/20/2022 | — Fixable Severity at least Important (severity: High)
© samba B ocal-cluster acs-test 3
No resource requests or limits specified (severity: Medium)
07/15/2022
© collector - l local-cluster rhacs-operator 4
T:02:23PM Pod Service Account Token Automatically Mounted (severity:
ticlust Medium)
multicluster-
07/15/2022 luster-
© operators- 7:05:13PM l loca-cluster ansgement ® 90.Day | ity: L
application :05: g ay Image Age (severity: Low)
multicluster- Docker CIS 4.1: Ensure That a User for the Container Has Been
© operators- 0711512022 | local-cluster open-cluster- 5 Created (severity: Low)
7:05:13PM management
channel
Latest tag (severity: Low)
multicluster-
07/15/2022 | open-cluster-
o oper’atlol's.-hub- 7:05:14PM local-cluster management 5 Ubuntu Package Manager in Image (severity: Low)
subscription
multicluster-
., operators- 07/15/2022 | Jocal-cluster open-cluster- s Image Vulnerabilities ~
standalone- 7:05:13PM management
subscription Image "docker.io/vulnerables/cve-2017-7494:latest” contains 503
CVEs with severities ranging between Low and Critical
multicluster-
5 operators- 07/15/2022 | local-cluster open-cluster- s
subscription- 7:05:13PM management

. . . -
report Service Configuration



Samba »
RISK INDICATORS | DEPLOYMENT DETAILS | PROCESS DISCOVERY

Event Timeline

0 1 0 2
RESTARTS /
POLICY VIOLATIONS ~ PROCESSACTIVITY  rpuniNATIONS VIEW GRAPH
Running Processes
fusr/lecal/samba/sbin/smbd .

in container samba

Spec Container Baselines

samba @

Jusrflocalfsamba/sbin/smbd E]

Jusrflocal/samba/sbin/smbd

Type: Process Activity
Arguments: -F -5 -s fsmb.conf --debuglevel=10

1 EVENT ACROS Parent Name: No Parent Show All SHOW LEGEND EXPORT
uID: 0

Event time: 07/20/2022 | 12:41:43AM +3ms +5ms +6ms +8ms +Ims
samba

Started Jul 20, 12:41AM

>

+1lms +2ms +3ms +4ms +5ms +6ms +7ms +8ms +9ms



RedHat
Advanced Cluster Security

fc iberr
COMPLIANCE

Dashboard

PASSING STANDARDS ACROSS CLUSTERS

Compliance

Wulnerability Me

Mo data available. Please run a scan.

uration Management

PASSING STANDARDS ACROSS NAMESPACES

No data available. Please run a scan

0 CLUSTERS 0 NAMESPACES 0 NODES

0 DEPLOYMIENTS
G SCAN ENVIRONMENT @ exporT
(Scanned) [Scanned) iScanned) (Scanned)

PASSING STANDARDS BY CLUSTER

No data available. Please run a scan

PASSING STANDARDS ACROSS NODES

Ne data available. Please run a scan.

COMPLIANCE 1 CLUSTER 49 NAMESPACES 5 NODES 115 DEPLOYMENTS -
¥ SCAN ENVIRONMENT B EexporT
Dashbo (Scanned) (Scanned) (Scanned) (Scanned)
PASSING STANDARDS ACROSS CLUSTERS PASSING STANDARDS BY CLUSTER
0% 25% 50% 75% 100% 100%
€IS Docker 100%
T5%
CIS Kas 0%
HIPAA 22% 50%
NIST 5P 800-190 42%
25%
NIST 5P 800-53
pel 50% -
local-cluster
CIs KBs HIPAA NISTSP B00-190 = NIST SP 800-53 PCl
PASSING STANDARDS ACROSS NAMESPACES PASSING STANDARDS ACROSS NODES
0% 25% 50% 75% 100% 0% 25% 50% 75% 100%
CIS Docker 100% CIS KBs 76%
HIPAA 21% NIST SP 800-190 100%
NIST SP 800-190 42%

NIST SP 800-53

Bcl S0%



RedHat

POLICY VIOLATIONS BY SEVERITY

High

CONFIGURATION MANAGEMENT

POLICY VIGLATIONS BY SEVERITY

USERS WITH MOST CLUSTER ADMIN ROLES

3 rated as high

5 rated as low

il & @
svucnonz wac vy s
45 POLICIES 213 CONTROLS INFRASTRUCTURE CONFIGURATION ® ExpoRT
VIEWALL €IS DOCKER V1.2.0 2 O s 'VIEW STANDARD
1 Cotras Pass
0 ControtsEating
ey
0%
. [ wl
wemau SECRETS MOST USED ACROSS DEPLOYMENTS
1 pprorcert § cookesecret
3 Deployments, hos e cers 1 Depioyment, has no cers
2 sconmer-anpasswora 7
2 oepiogments, has o cets 1 Depioyment, nas void cers
PR — g etcacient

2 Deployments, has o certs 1 Deployment, has valid certs

VIEW ALL

| Drill down to
the policy list




CIS DOCKER V1.2.0 o @ ‘! STANDARD

1 Controls Passing

< 0 Controls Failing e

' 96 Controls N/A

s passing == Failing —NfA {0y dick to lock selection
USERS WITH MOST CLUSTER ADMIN ROLES VIEW ALL
1] 1 2
1. e om
-
2. system:admin
-
3. system:cluster-admins o

4. system:masters




45 POLICIES

SECRETS MOST USED ACROSS DEPLOYMENTS

lecol-clusterfopenshift-operator-lifecycle-manage

pprof-cert

3 Deployments, has valid certs

lecol-cluster/rhacs-operator

scanner-db-password

2 Deployments, has no certs

local-cluster/ocs-test
default-dockercfg-zlxhg

2 Deployments, hias no certs

lecol-clusterfopenshift-machine-config-operator

machine-config-server-tls

1 Deployment, has valid certs

local-clusterfopenshift-cluster-csi-drivers

ebs-cloud-credentials

T Deployment, has no certs

APPLICATION &

219 CONTROLS INFRASTRUCTURE

Clusters

Mamespaces

Modes

Images

Secrets

Deployments

10

VIEW ALL

local-clusterfopenshift-machine-config-operator

cookie-secret

1 Deployment, has no certs

local-clusterfopenshift-service-co
signing-key
1 Deployment, has valid certs

local-cluster/openshift-oauth-apiserver

etcd-client

1 Deployment, has valid certs

local-clusterfopenshift-opiserver

etcd-client

1 Deployment, has valid certs

local-cluster/openshift-outhentication

v4-0-config-system-ocp-branding-templa

1 Deployment, has no certs

RBAC VISIBILITY &
CONFIGURATION

- ] B EXPORT

Users And Groups
Service Accounts

Roles



@ loccwse
Cluster
< Cluster summary
CLUSTERS
st METADATA NODES NAMESPACES DEPLOYMENTS
1 CLUSTER ¥ Add cne or more filters Ks varsion: v1.22.b134bd0c
s version polysats ascomrs 5 69 115
P
local cluster v1.22.8+f34b40c Fail Controls 88U
secaers iaces users & crous SERVICE ACCOUNTS
[~slo] ac QQ WA
PR 7 x
SR — v
locALCWSTIE  MAMESPAGES
f— - fo—— e € e * ey s [
[rmp— - B NAMESPACES | 7 A ore or more fike v e 1 >
]
2 3 [— [o—— rsr— RV o
acvpobcy st Fass P Ho Users & Groups fro—— ioRoles
a A et Fad 1secrets Ne Users & Groups. Asarvice Accounts NoRoles.
detuit rass asecrets Wo users & Groups aservice sccaunns 1ncke
E E

RedHat
Advanced Cluster Security ator Components

for Kuberi

Network Graph

local-cluster = Namespaces v Y Add one or more deployment filters. ~ Pastweek =

R

Please select at least one namespace from your cluster

Cluster * Namespace(s) *
local-cluster - Namespaces -
uration
Network Graph
local-cluster = Namespaces 1 - Y Add one or more deployment filters v Past week

LAST UPDATED: 12:29:57PM

Flows: | ACTIVE | ALLOWED & ALL Namespace flows: | SHOW HIDE
® 2 updates available
L L ] ]
L [ ] ]

EXTERNAL
ENTITIES &

MULTI-NETWORK
AMAZON/GLOBAL

104.16.0.0/12
CLOUDFLARE

LEGEND x MULTI-NETWORK MULTI-NETWORK

AMAZON/US-EAST-1 AZURE/PUBLIC
L] L ] L ] L



Network Graph

local-cluster « Namespaces 1w Y Add one or more deployment filters v Past hour =

Flows: | ACTIVE | ALLOWED | ALL LAST UPDATED: 11:59:48PM Network Paii Detai
Network Palicies ctails

d D

Namespace flows: | SHOW HIDE

NETWORK FLOWS BASELINE SETTINGS

_ 1
4!
./ i/
f I
gl
g
¢ o

i

i

1

i

: 3 ALLOWED FLOWS Page 1 of 1 >

1 1

] .

1 Y Add one or more resource filters

LS "

& RHACS-OPERATOR Entity Traffic Type MNamespace Port Protocol State
~ 2 Anomalous Flows (® ADD ALL TO BASELINE
[[] admission-contral Egress  Deployment  rhacs-operator 8443  TCP Allowed
D central Egress Deployment rhacs-operator 8443 TCP Allowed
1 Baseline Flow | © MARK ALL AS ANOMALOUS
B sensor Egress Deployment rhacs-operator 9443 TP Allowed
LOCAL-CLU
- . EXTERNAL
ENTITIES &
. [ ] . L]
-
]
o + | -

rhacs-operator-controller-manager - :
o F = Metwork Policies Details
Deployment

METWORK FLOWS BASELINE SETTINGS -~ _ -

BASELINE SETTINGS ALERT ON BASELINE VIOLATIONS @ () Page 1 of1
% |add one or more resource filters W
Entity Traffic Type Mamespace Port Protocol
e 3 Baseline Flows ) MARK ALL AS ANOMALOUS
D SEnsor Egress Deployment rhacs-operator 9443 TCP
b D External Entities Two-way External - Many TCP

|:| Exclude Ports and Protocols

SIMULATE BASELIME AS NETWORK POLICY




Network Graph CIDR Blocks Network Policy Simulator

local-cluster = Namespaces 1 - Y Add one or more deployment filters v Pasthour

L PDATED: 11:45:41PM | SELECT AN OPTION VIEW ACTIVE YAMLS x

ﬁz Generate network policies

] L] L]
* L] L] Generate a set of recommended network policies based on your environment's configuration. Select a time window for the
° network connections you would like to capture and generate policies on, and then apply them directly or share them with

your team.

= RHACS-OPERATOR [] Exclude Ports & Protocals

Generate and simulate network policies

OR

T, Upload a network policy YAML

Upload your network policies to quickly preview your environment under different policy configurations and time windows.

When ready, apply the netwerk policies directly or share them with your team.

LEGEND %
e @ o o |
! &
-
\_I o
- o - | UPLOAD AND SIMULATE NETWORK POLICY YAML
Network Graph CIDR Blocks Network Policy Simulator
local-cluster = Namespaces 1 - Y Add one or more deployment filters ~ Pasthour =

SIMULATED ALl P 0 ATED: 11:40:52PM | NETWORK POLICY SIMULATOR X

s
I
:
i
i v Policies generated from network activity in the past hour
*;h
1
[
i STACKROX GENERATED (ORI I R
A5
Y -
R UPERATCS [} apiVersion: networking.kss.io/vi
m kind: NetworkPolicy
metadata:
creationTimestamp: "2022-87-21T03:49:52Z"
labels:
network-policy-generator.stackrox.io/generated: "true"
name: stackrox-generated-multicluster-operators-standalone-subscription
namespace: open-cluster-management
spec:
podSelector:
matchLabels:
app: multicluster-operators-standalone-subscription
policyTypes:
- Ingress
apiVersion: networking.k8s.io/vi
kind: NetworkPolicy
| metadata:
LEGEND ® | creationTimestamp: "2022-07-21T03:49:52Z"
| labels: M

e @ o o

8= |
| Apply Network Po Share YAl




Chapter 13: OpenShift Plus — a Multi-Cluster Enterprise
Ready Solution

Red Hat 4
hift ad [+] 7]

Project: All Projects =

OperatorHub

[ ‘curated by Red Hat, You can purchase sommersial software through Red Hat Marketplace (. You can install Operaters on your chusters to provide optional ad-ons and shared

parator o g
services to your developers. After installation, the Operator capabiities wil appear in the Developer Catalog providing 3 seff-service experience.
| oo Al items

A Machine Leaming
st

Application Runtime

Big Data

Cloud Provider

Dutabern Wi Commuity @ Fed ot @ Red Hat @ Red bt
Developer Tosls

Gevaloprmont Tocks Quay Red Hat Quay Red Hat Quay Bridge Operater Red Hat Quay Contaner

arovided by Red Hat proviced by Red Hat srovided by Red Hat Security Operator

Brivers and plugirs providad by Red Hat

af Quay Opi of Red Enhance OCP wsing Red Hat Red
onKubernates Hat on Kubarmstes Hat container registry Identify image winerabilties in
Kubemetes pods

Integration & Delivary
Logging & Tracing
Madsrrizatian & Migration
Maritaring

Netwarking

OpanShift Oprional
Secuity

Storage

Streaming & Messaging

Othar
O RedHat(3)
01 Certitied (0)

Red Hat Quay
274 provided by RedH
Latest version The Red Hat Quay Operator deploys and manages a production-ready Red Hat Qusy private container
324 registry. This operator provids d cont f Red Hat Quay. All
companents requied, ncluding Cla, detabase, and stoeage, are provided in an operator-mansged
fashion. Each component may optionally be self-managed.
Capabliity level & L =

© Basic nstall

Operator Features
© Seamiess Upgrades

* Automated installation of Red Hat Quay

® Full Lifecycle
& Ceep * Pravisions instanco of Redis
A Auto Pilot + Provisions PostgreSQL to support both Quay and Clair
« installation of Clair for container i Quay
Sou
i . P RHOCS for supported registry object storage

RedHat « Enables and configures Quay's registry mirroring feature
Provider

Prerequisites
Red Hat

By defaul, the Red Hat Quay operator expects RHOCS to be installed on the chuster to provide the

laim AP1 for object storage. For instructions installing and configuring the RHOCS

Operator, see the *Enabling OpenShift Container Storage” In the official documentation
Disconnected
Preny-aware
FIPS Mode Simplified Deployment

The pr afully oper d of Red Hat Quay, Including all
Valld Subscriptions services necessary for production:
Openhift Platform Plus
Red Hat Quay apiVersion: quay.redhat.com/vl

kind: QuayRegistry

Repasitory metadata:

https /githubcomyqua nane: my-registry

Yiauay-operator o




RedHat

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in

OperatorHub »

Install Operator

Operator Installation

Install your Operator by subscribing to one of the update channels to keep the Operator up to date. The strategy determines either manual or automatic updates.

Update channel * © @ Red Hat Quay
i ch Red H

O quay-v3s
O stable-36

DD Quay Registry
® stable-37

Represents a full Quay registry
Installation mode * installation

® All namespaces on the cluster (default)
Operator will be available in all Namespaces.

O Aspecific namespace on the cluster
Operator will be available in a single Namespace only.
Installed Namespace *

@D openshift-operators -
Update approval * @

® Automatic
© Manual

Project: openshift-operators  »

Installed Oparators > Oparator detals
Red Hat Quay R
374 prowided by Fed Hat ctions

Details  YAML ~ Subscription  Events  Quay Registry

Provided APls Provider
Red Hat
Created st
D Quay Registry @ raiminto
Raprasents a full Quay registry
installation Links
Source Cade

hittp: ay/auay-operator B
@ Create instance

Maintainers

Red Hat
support
Description
The Red Hat Guay Operator deploys and manages a praduction-ready Red Hat Guay private container segistry. This operatas provides sn opinionated instalation and configuration of Red
Hat Quay. All components required, including Clair, databass, and storage, are provided in an oparat d fashion. Fach camp w optionally be sef
Trith Operator Features
= Automated installation of Red Hat Guay

- Prodsions instance of Reds
= Provisions PostgreSGL to suppart both Quay and Clair

= Instatation of Clair for container scanning and inteqration with Quay

« Provisions and configures RHOCS for supported registry object storage

4 Enables and configures Quay's registry minioring feature




Project: quay-enterprise «

Red Hal Guay » Creale GuayRegstry

Create QuayRegistry

Create by completing the

ault values

provided by the Ope

Configure via: & Formview O YAML view

B Note:Some notbe in thi iew. Ploase seloct "YAML view” for full control.

o full Quay registry

Name
enterprise-registry
Labals
app=frontend
Canfig Bundle Secret

Select Secet -

cartificates

» Advanced configuration

- e

Project: openshift-operators

Installed Operators > Operator details
Red Hat Qua)

[0} v e -
375 provided by Red Hat

Details  YAML  Subscription Events  Quay Registry

QuayRegistries

Name w  Searc

by name. /

Name Kind Status Labels Last updated

enterprise-registry QuayRegistry Conditions: ComponentHPAReady, No labels @ ha I minute H
ComponentRouteReady,
ComponentMonitoringReady,
CompanentPostgresReady,
ComponentObjectStorageReady,
ComponentClairReady,
ComponentClairPostgresReady,
ComponentTLSReady,
ComponentRedisReady,
ComponentsCreated

Vou are loggedin 35 3 temp

Project: openshift-operators

talled Opesators 3 quap-operalon37s > GuayRegistry detals
@3 enterprise-registry Actions ¥
Details Resources  Events
Quay Registry overview
Name: Current Version
ce-registiy
Namespace Config Editer Credentials Secret
[ Y —— © enierprize r L 2
Labels. i # | Registry Endpoint
ente y-quay-cpe
N
Config Editor Endpaint
Annotations et egistry-quay-config-eitor-o 1 operatarsappsidmiTineasts
o annatations #
Created at

D 2 de age. de 2022 0000

Owner



Praject openshift-operators =

o-

gistry-clar-cont

- registry-clar-postgres e charcig 1 i
(=] ken-71 account-token 4 go. de 2022 .29 H
[=] count-tokan 4 @5 e 2022 173 H
(-8 Opague 1 de 2022129 H
[-E Opaque o de 2022 179 ]
[-T Opague 1 L
(-1 Opaque 4 > da 2007 173 i
[-F 1 . de 20221 :
- “oken- 4 de 2002 2% i
(- qu L] e 2022 E
[=] ik Opaque 2 de 2022 7% i
(-1 regist config Opagu 1 de 20221 H
[-E Opaque 1 @ 5 de ago. de 2022 129 i
[-F Opagu 1 B e 2022 B
-] p abase- 2 lubametas iofdockarcy 1 @ 5 daago de 20021123 [
(=L ua etk | oyt unt-token a 35 de 2022 1 E
[s] kubemetes iofservioe-account-token 4 @ 5de ago de 2022125 i

consale-apenshift console apps.vqdieZpu sastus arnapy

Project: openshift-operators =

Secret detalls
Name Type

enterprize-registry-quay-confiq-editor-cred fremS6tkS Opzque

Mamespace

Annatations

<

Createa at
@ 5 doaga de 20021129

Owner




Project: openshift-operators

rataled O » quay apesataryd

ED enterprise-registry

> Cumyfegatry detais

Detai

YAML  Resources Events

Quay Registry overview

Marne
antorprisa-ragitry

Namespace

@ cpenshi

Labets

-operators

P

Annstations
@ annotations #

Created at
B 506 san de 20221128

Ownar

Na o

Canlig Bunde Secret
@ enterprise-septry.

fig-tundle-rznzk

arary adminis

Current Version
w375

Config Editor Credentials Secret.
[ Y ———

an g Pagsty Endpain

entarprisa-ragstry

quay-coenshif-oparators 2

greditor-cradentiak-GdtemakT

v sashus amappio

e

[Config Edtor Endpaint
enterori

registry-quay-config-editor-operehift-operators.appaygd2pu e

araappia

Companents

Kind
clair

# Custom SSL Certificates

This section lists any custom or seff-signed SSL certficates that are nstalled in the Quay container on startup after being read from the extra_ca_certs dirg
Custom centificates are typically used in place of publicly signed certificates for corporate-internal services.

Please make sure that all custom names used for downstream services (such as Clair) are listed in the certificates below,

Upload certificates:

22 Basic Configuration

Registry Tithe:

Registry Title Short:

Enterprise Logo URL:

Contact Information:

=|URL -

No custom certificates found.




Username: etemrise wegisry quay-datshase

full acoess o e dotabes Validating configuration
Password:
Oekonss e [ _

S5L Certificate: Es wivs | Heriwm anquive cscolhide
ricate: ’ e « Configuration Validated

@ Dpata Consistency Setiings
Relax consirains on cerrsistency guarantees for specilic aperations to enable higher perfarmance and avalsiy

I allow repasitory pulls ewen if sudit logging fails.

write fo the sudit log wall tallback from the dat

D Time Machine

ITime mashine keeps olcer copies of Lgs Wil & regosiiory for the conigured pericel of e, afver whidh they are gartege colleciad. This allows users £o revert iags to older IMeges i case they accidentally pushed & Droken imege. I s NNty recommended ta have Ume machine enabied, bui f does take & DE mCre space In siorage.

«4n Remove

Allowes] expiration periods:
e 20 Remove

Default expiration period: 2w

ne delsuit tag expiration penod lor all namespaces (users and organizaions). Must be expressed in & duratn sirng loarc 38, 30, 1d, 2.

Alloww users to

1 enabled, users will be sble {0 select the tag expiration duration for the namespace(s) they sdminisirate, from the configured list of options.

Validating configuration

CONFIGURATION VALIDATED

ConrFic SENT TO OPERATOR

v Configuration Validated Continue Editing Download Reconfigure Quay

Brojoct cponchitt operstors ¥

Secretname *

@ Famave keyvabie

21 G e Wt your vahis b o bramse 10 Up
ALLOM_PULLS NITHOUT_STRICT_LOGGING: false
AUTHENTIGATION TYPE: Databaze =
AUATAR TUDS: Local

. |

ey

a3 cort 3 bundlocrt

Vaiue
d i with your vl
£ accvearzs N
-ee-BEGIN CERTIEIEATE- - -
@ s by vsboe
Koy

extra_ea.cert senvee-cacrt

o b3 O KZL TN L Y2UTE2Vy S LUZy L ZAZX IANTY 0TV 2008

@ Famave kevsbie
Tyt
ocp-cluster-wikdcard crt

Valuo

e -BEBIN CERTIFIGATE-

© Add bayfesiue




ol *- 4 mqlmynn

(RED HAT' QUAY  EXFLORE  REFOSTORIES  TUTORIAL

M muticlusterbook  Create New Repostory
& Repositories
v-0et0 [rrer—
' This namespace dosen't have any viewshle reposhories.
& G S——— Y
=

@RED HAT QUAY EXPLORE  REPOSITORIES  TUTORIAL

€ Repositories Create New Repository

[l multiclusterbook » |/ openshift-gitops

Click to set repository description

O o' Public
Anyone can see and pull from this repository. You choose who can push.

@® @& Pprivate
You choose who can see, pull and push from/to this repository,




@RED HAT QUAY EXPLORE  REPOSITORIES  TUTORIAL

Step 2: Create a new container

The first step to creating an image is to create a container and fill it with some data.

First we'll create a container with a single new file based off of the busybox base image:

SN iocker run bus echo "fun" > newflle

The container will immediately terminate (because its one command is echo ), so we'll use docker ps -1 tolistit

?_ docker ps -1
CONTAINER ID IMAGE COMMAND CREATED
07f2065197ef busybox: latest echo fun 31 seconds ago

Enter the container ID returned: containerld

Continue Tutorial

OpenShift Plus

-

=

E
o £ @
= [ RZ] [=2)
Lo 7] =3 [
o E » o) c
=) S5 > '3 (1]
° 8 ?E e =
= c s 3 o ol
S © = =} [
S e Sn o o

r ~ N = 24 = N ~ N

>
0O
w

ACM QUAY ODF

Platform, Application, and
Developer Services

Ku be rnetes } Container Orchestration




Cost Management Overview @

OpenShift cloud infrastructure  OpenShift | Amazon Web Services = Azure

Infrastructure cost

December, month to date Top projects Top clusters

$23,521.90 (41.49%)

$119,265.90 anlyics
cost-management $1,390.64 (20.09%)
I I
SO install-test $9123.03 (16.09%)
" ——

=" 3 Others $12,658.23 (22.33%)
1 5 k-l —
Cost comparison (SUSD) Al Projects
= MNowember = December
AWS compute (EC2) instances AWS storage services AWS network services

Decomber, month to date December, month to date December, manth te date

2177 $21,003.96 28,800 $57,600.00 $6,100.08



Chapter 14: Building a Cloud-Native Use Case in a Hybrid

Cloud Environment

Comprehensive Review

Deploy local cluster

Security checks

Build

> Cl

yoseoiddy sdous

®

Git Source Repo

Image Registry
o Quay Enterprise
Registry
[
s2f
A)
\\_ OpenShift Pipelines {Tekton)
\
S build:Build Source deploy. Deploy in the
Céﬁg%’:ﬁ‘gg’?{a y [~ Code, Create and = local cluster

Push Image (not using ArgoCD)

I

Continuous Integration l

kustomize

O

Local cluster




— RedHat
— OpenShift
Container P

I Project: chapl4-review-cicd | +

Operators

Pipelines

Y Filter ~ Name =

Pipelines  PipelineRuns  PipelineResources  Conditions

Builds Name Last run Task status

@ quarkus-build - -

Pipelines

Pipelines

@ RED HAT QUAY  EXPLORE REPOSITORIES  TUTORIAL

& Repositories 1 Organization

0 Repository Settings

&, User and Robot Permissions

W

E demouser

| Admin

Select a team or user.. ‘ - ‘

A Events and Notifications

No notifications have been se

Click the "Create Notification” button above to add

Teams

owners

Robot Accounts

Repositories

Last run status

search

& demo / quarkus-quickstart vv

o -

Create team

ary event.

Last run time

+ 8

admin ¥

E demous...




@@ Create robot account *

Provide a name for your new robot account:

|. ocp |

Choose a name to inform your teammates about this robot account. Must match “[a-z][a-z0-9_)}{1,254}%.
Provide an optional description for your new robot account:

Enter a description to provide extra information to your teammates about this robot account.

Create robot ‘ Cancel |

Repository Settings

&, User and Robot Permissions

m demouser | Admin @~ |
‘ﬁdemoﬂmp ” - ‘ Add Permission

® Read

w and pull from the repository

® Write
A Events and Notifications —

pull and push to the repository

| @ Admin ]
No noti - . . e sitory.

Click the "Create Notification™ button above to add a new nofification for a repository event.



Repository Settings

&, User and Robot Permissions

demouser | Admin -

T .
B demo+0cp | Write -

Robot Account

Kubernetes Secret

4 ¢ ¢ o8

rkt Configuration
Docker Login
Docker Configuration

Mesos Credentials

Credentials for demo+ocp
Step 1: Download secret
First, download the Kubemetes pull secret for the robot account:
|.!'. Download demo-ocp-secret.yml I ¢/> View demo-ocp-secret.yml
Step 2: Submit

Second, submit the secret to the cluster using this command:

kubectl create -f demo-ocp-secret.yml ~namespace=NAMESPACEHERE

Step 3: Update Kubernetes configuration

Finally, add a reference to the secret to your Kuberenetes pod config via an imagePullSecrets field. For example:

apiVersion: vi
kind: Pod
metadata:

name: somepod

namespace: all
spec:

containers:

- name: web
image: quay-registry-quay-openshift-operators.apps.ocp-22.sandbox735.opentlc.com/demo,

imagePullSecrets:
- name: demo-ocp-pull-secret



Project: chapld-review-cicd =

PipelineRuns PipelineRun details

quarkus-quickstarts-tds6w o succeeded

Details ~ YAML  TaskRuns Logs

@ fetch-repository g
STEP-0C
@ build service/quark
deployment . app
@& deploy

@ RED HAT QUAY  EXPLORE

& Repositories T Organization

o
W»

Repository Tags

TAG

vl
D

REPOSITORIES

Events

quickstarts

/quarkus-qui

TUTORIAL

LAST MODIFIED | ECUI Y

18 minutes ago

Image Registry

10 fixable

& Down

& Download | & Download all task logs

B demo / quarkus-quickstart ¥

1-1o0of1
SIZE EXPIRES

221.0MB

Quay Enterprise
Registry

OpenShift Pipelines (Tekton)

Y

fetch-reposttory:

build:Build Source

- »| Code, Create and

Git Source Repo

deploy: Deploy in the

Actions =

© 1 Expand

demous...

+- A

Expanded Show Signatures

MANIFEST

SHAZSGE 47e78b427924 & EF

Local cluster

Clone Git Repository Push Image local cluster
T
Continuous Integration :
1
Kustomize
&
ArgoCD |

quarkus-quickstarts
ArgoCD Application




Project: chapld-review-cicd =

PipelineRuns PipelineRun details

quarkus-build-and-deploy-prbg5mx  © succceded

YAML TaskRuns Logs Events

=

Details

dep
fetch-repository ey
STEP-0C
® build apply -f
i ion.argoproj.io/qua
deploy

App not healthy yet, waiting
'[' @ -gt 120 ']’
'App not healthy yet,
p 5
counter=1
get applica
+ [0 }
App not healthy
+ '"['"1 -gt 120 ']’
+ echo

A
+
+ echo
+
+

Applications Q quarkus-quickstarts

4 [

oad | & Download all task

5 created

-0 'jsonpath={.status.health
more 5 seconds

waiting more 5

qui arts -o 'jsonpath= health
more 5 seconds

waiting mo

Actions =

ra

L1 Expa

-n openshi

APPLICATION DETAILS TREE

© APP DETAILS B APP DIFF @ © SYNC STATUS ‘D HISTORY AND ROLLBACK @ C' REFRESH ~ i:—'.
APP HEALTH CURRENT SYNC STATUS (_MORE ) LAST SYNC RESULT (_ MORE )
W Healthy @ Synced To main (68b1df0) @ Sync OK To 68b1df0
Succeeded 10 minutes ago (Sat Aug 27 2022 19:51:46 GMT
Author:  Giovanni Fontana <giov.fontana@gmail.com> - 0400)
Comment Changed to forked repo Author Giovanni Fontana <giov.fontana@gmail.com> -
Comment Changed to forked repo
=S =H @ a [100%
quarkus-quickstarts :
H
quarkus-quickstarts . e anhour
vo :
sve “an hour quarkus-quickstarts-v8mpz :
H
endpaintslice
‘an hour
quarkus-quickstarts . quarkus-quickstarts . quarkus-quickstarts-756b457. .
LT : : v :
deploy rs pod
1 minutes an howr )((rew:1 an hour )((reut
quarkus-quickstarts :
H
route

an hour

Log out

quarkus-quicksta



Image Registry

Quay Enterprise
- Registry

\ Openshift Pipelines (Tekton)
N\
o security-check:
fetch-repository: iﬁiagﬁ:{gg’fg Inspect the image deploy: Deploy in the
Clone Git Repasitory [ : ™| using ACS security = local cluster
Push Image A
policies
T T
- Local cluster
Git Source Repo Continuous Integration : :
1
Advanced kusfomize
Cluster &
Security ArgoCD | quarkus-quickstarts

ArgoCD Application

Red Hat
Advanced Cluster Security
for Kubernetes

Backup Integrations

ggnazon '-) Google Cloud Platform

Amazon S3 Google Cloud Storage

Authentication Tokens

A((‘ StackRox «@a StackRox

API Token Cluster Init Bundle

Integrations
API Token

0 results found

No integrations of this type are currently configured.



Configure API Token Integration

Token name

ocp
Role *
Continuous Integration -
Generate Cancel

Configure API Token Integration

Q Integration was saved successfully

Please copy the generated token and store it safely. You will not be able to access it again after you close this window. |!
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HH | | u L
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Expiration

08/27/2023 | 9:18:42PM

Token name *

ocp

Role *

Back



Project: chapld-review-cicd =

PipelineRuns PipelineRun details
quarkus-devsecops-vi-prmcmbb o raied Actions

Details YAML TaskRuns Logs Events

oad | & Download all task logs | 02 Expand

Irity-check
@ fetch-repository v
STEP-ROX-IMAGE-CHECK
® build Policy check results for image: quay-regist

2, LOW: 1, MEDIUM: ©, HIGH: 1, CRIT

0O security-check

Important

ity Rating at least
Important

Project: chapl4-review-cicd =
PipelineRuns PipelineRun details

G quarkus-devsecops-v2-prqj49k o succeeded Actions =

Details YAML TaskRuns Logs Events

X Download | & Download all task logs | [3 Expand

deploy
@ fetch-repository e

STEP-0C
® build + oc apply -f chapteri4/DevSecOps/argo-app-v2.yaml
ication.argoproj.io/quarkus «<starts configured

@ security-check

++ oc get applic -quickstarts -o 'jsonpath={.status.health.status}' -n openshi
+ [[ Healthy y 11

App deployment finished and healthy

+ echo 'App deployment finished and healthy'

@ deploy




RedHat
A

Violations

Namespace: X  chapld-review-cicd x  Deployment: X  quarkus-quickstarts X

2results found © 1-20f2 ~ I ofl

[0 Policy Entity Type Enforced Severity Categories Lifecycle Time |
No resource quarkus- deployment No Medium Multiple Deploy 08/27/2022 H
requests or quickstarts | 9:01:25PM
limits
specified +

[ PodService  quarkus- deployment  No Medium Multiple Deploy 08/27/2022
Account quickstarts | 9:01:25PM
Token
Automatically 4
Mounted

(@ RED HAT QUAY  EXPLORE  REFO TUTORIAL carch +- A demaus...
¢ Repositories 1 Organization & demo / quarkus-quickstart Y

0 Repository Tags Expanded || Show Signatures

- 1-20f2 Filter T

W
TAG LAST MODIFIED | ECURITY SCAL SIZE EXPIRES MANIFEST

9 v2 4 minutes ago 61.1 MB SHA256 a6fleBGfbd7d AN - ]
vi 30 minutes ago 196 fixable 2345 MB SHAZSE =aBs78fba781 & I

Q



Red Hat

Advanced Cluster Management for Kubernetes ©
. Credentials
Infrastructure
Clusters -)
You don't have any credentials
Click Add credential to create your resource

Govi n View documentation [£

Credentials.
Add credential aQ» v
@ ©&ssicinformation Enter the basic credentials information

2 Amazon Web Services
Credential type *

3 Prox
y =05 Amazon Web Services

4 Pull secret and SSH

Credential name * (3
5 Review

aws

Namespace * (@

default

Base DNS domain (3

example.com

Back Cancel



Infrastructure

Bare metal assets
Aut

Infrastru

Applicatio

vernance

Create cluster @

Installation type
2 Cluster details
3 Node pocls

4 Netwoerking

5 Proxy

& Automation

° Re

ew

Name

Status
Infrastructure provider
Distribution version

Labels

Review

1 Installation type

Infrastructure
Infrastructure provider credential

N

Cluster details

Cluster name
Cluster set
Base DNS domain

FIPS
Release image

Ad

onal labels

3 Node pools

Back Cance

sters Cluster sets

- B+ ) (2} admin v

Cluster pools Discovered clusters
Create Cluster on Premise with a cloud like experience

The best solution for creating cluster on an On Premise at scale, Easily create ready to go clusters
for your applications.
Easily create and re-create clusters from hosts that are provided by an infrastructure environment

Get started with infrastructure environments Dismiss

Y Filter ~ Actions ~

1-10f1 =

© Ready
aws Amazon Web Services

OpenShift 41026

velero.io/exclude-from-backup=true 15 more

Cluster YAML

Amazon Web Services
aws

ocp-prd]

default
sandbex735.0pentle.c
am

false
quayiofopenshift-
release-devfocp-
release:d10.28-
x86_64

env=prod




Cluster YAML Reset

cluster B Show secrets
45
46
47
48
49

51

iol
m5.xlarge




Cluster YAML

Wk

4
5
6
7
8
9

Reset —
install-config

vl

in:
Plane:
ture: amded

Enabled
amd&4d

160
iol
m5.xlarge

OpenShiftSDN

B Show secrets




Clusters

Managed clusters Cluster sets Cluster pools Discovered clusters

Create Cluster on Premise with a cloud like experience

The best solution for creating cluster on an On Premise at scale. Easily create ready to go clusters for your applications.
Easily create and re-create clusters from hosts that are provided by an infrastructure environment.

nments Dismiss

O - Q Search Y Filter - Import cluster Actions = 1-30f3 =~
Name 1 @ Status Infrastructure provider Distribution version Labels Nodes
O local-cluster @ Ready aws Amazon Web Services OpenShift 410.26 velero.io/exclude-from-backup=true | 15 more [-13
O ocp-prd! _ Creating aws Amazon Web Services - env=prod | region=us-east-1 = 11more -
O ocp-prdz _ Creating aws Amazon Web Services - env=prod | region=us-west-1 = 1l more -

1-30f3 = 1 of 1
= Red Hat
- Adva < nagement for Kubernetes
& Ady
Governance @
Home Overview  Policy sets  Policies
Welcome
Overview Policy set violations o Policy violations 1
O W O violations B 1violation
B O without violations B O without viclations
ture environments
Clusters Standards
local-cluster i ] NIST SP 800-53
ocp-prdl 1@
ocp-prd2 o Categories
SC System and Communications
Protection
Controls

SC-28 Protection Of Information At Rest 10




Image Registry

Quay Enterprise
Registry

5\ Openshift Pipelines (Tekton)
Y
; ) security-check: /
; buitd:Build Source : - ;
| fetch-repository: Code. Create and Inspect the image deploy: Deploy in the < Prodl
™ Clone Git Repository [ ™ b — ™| using ACS security remote clusters
Push Image e
policies
T T
i R ) ) |
Git Source Repo Continuous Integration : |
L - Prad2
Advanced kustomize
Cluster
Security ArgoCD _| quarkus-gquickstarts-appset
ArgoCD ApplicationSet
Applications APPLICATIONS TILES
Y Futers ltems per page: 10~
[ + Favorites Only
SYNC STATUS - 0 quarkus-quickstart-ocp-prd1 fnd 0 quarkus-quickstart-ocp-prd2 g o quarkus-quickstarts o
0] Unknown 0 Project default Praject default Project: default
Labels; velero, IDh=.lr:lude-lle-hackup:'ms Labels; velero, |D1'ax|:\||de-frum-hackup=¥rue Labels:
[ @ synced 3 Status W Healthy @ Synced Status W Healthy @ Synced Status: W Healthy @ Synced
D outofsyne 0 Feposito https://github.com/giofontana/Openshift- FReposito. https://github.com/giofentana/Openshift: Reposito. hitps://github.com/giofontana/Openshift
Target Re main Target Re_ main TargetRe.. main
Path: quarkus-getting-started/kas/overlay/ v/ Path quarkus-getting-staned/kas/overlay/vas Path: quarkus-getting-started/kas/overlay/v2/
HEALTH STATUS - Destinati... ocpprdl Destinati.. acpprd2 Destinati in-cluster
Namesp chapldrevien-ciod Namesp chap4review-cicd Namesp default
O © unknown 0
D O Progressing 0

[0 © suspended 0

Hybrid Cloud & Architecture Multi-Tenancy Personas & SkillSet Deployment
Strategies

Adoption Lower Cost

L
Eﬂl:l g? Architecture Mult Tarancy a -

Scalability Integration

Pipelines & GitOps MultiCluster & Openshift Plus &
MultiCluster Hybrid Cloud
Security Hands-on

H:% Chapter 11
ClI - Chapter 9 -

b1
ACM Multi -

GitOps
Chapter 12

Troubleshooting

CD - Chapter 10@

ACS




Chapter 15: What’s Next

RHCSA Rapid Track
RH199

¥

Red Hat Certified System Administrator exam
EX200

‘

Red Hat Enterprise Linux Automation with Ansible
RH294

Red Hat Certified Engineer (RHCE) exam @
EX294

Deploying Containerized Applications Technical Overview
DO080

:

Red Hat OpenShift I: Containers & Kubernetes
DO180

Red Hat Certified Specialist in Containers and
Kubernetes exam - EX180

Red Hat OpenShift Administration Il Red Hat Openshift Development I
D0280 DO288
Red Hat Certified Specialist in OpenShift O Red Hat Certified Specialist in OpenShift Application @
Administration exam - EX280 Development exam - EX288

Red Hat Cloud-native Microservices Development with Quarkus
Do378

Red Hat Certified Cloud-native Developer exam @
Certification Exam @l EX378
' 1

Infra / Cloud /
Platform Admin

Application Developer



